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Recent years have witnessed an explosion of research and development efforts in the area of polymer

electrolyte fuel cells (PEFC), perceived as the next generation clean energy source for automotive,

portable and stationary applications. Despite significant progress, a pivotal performance/durability

limitation in PEFCs centers on two-phase transport and mass transport loss originating from

suboptimal liquid water transport and flooding phenomena. Liquid water blocks the porous pathways

in the gas diffusion layer (GDL) and the catalyst layer (CL), thus hindering oxygen transport from the

flow field to the electrochemically actives sites in the catalyst layer. Different approaches have been

examined to model the underlying transport mechanisms in the PEFC with different levels of

complexities. Due to the macroscopic nature, these two-phase models fail to resolve the underlying

structural influence on the transport and performance. Mesoscopic modeling at the pore-scale offers

great promise in elucidating the underlying structure-transport-performance interlinks in the PEFC

porous components. In this article, a systematic review of the recent progress and prospects of

pore-scale modeling in the context of two-phase transport in the PEFC is presented. Specifically, the

efficacy of lattice Boltzmann (LB), pore morphology (PM) and pore network (PN) models coupled with

realistic delineation of microstructures in fostering enhanced insight into the underlying liquid water

transport in the PEFC GDL and CL is highlighted.
1. Introduction

In the present scenario of a global quest toward a clean and

sustainable energy future, fuel cells, owing to their high energy

efficiency, environmental friendliness and minimal noise, are

widely considered as the 21st century energy-conversion devices

for automotive, stationary and portable power. Among the

different types of fuel cells, the polymer electrolyte fuel cell

(PEFC) has emerged as a promising power source for a wide

range of applications.

A typical PEFC, schematically shown in Fig. 1, exhibits

a layered architecture and consists of the anode and cathode

compartments, separated by a proton conducting polymeric

membrane. The anode and cathode sides each includes gas
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Broader context

In the current global initiative toward a sustainable energy future, fu

for clean energy conversion. Among the different types of fuel c

a promising power source for varied applications. A pivotal perform

liquid water transport and resulting flooding phenomena in the c

provided a detail overview of the importance of pore-scale mod

performance interlinks and the potential for improved design via tr
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channel, gas diffusion layer (GDL) and catalyst layer (CL).

Usually, two thin catalyst layers are coated on both sides of the

membrane, forming a membrane-electrode assembly (MEA).

Humidified hydrogen comprises the anode feed, whereas

humidified air is fed into the cathode. Hydrogen and oxygen

combine electrochemically within the active catalyst layers to

produce electricity, water and waste heat. The gas diffusion layer

allows the transport of reactants to and products out from the

reaction sites and also conducts electrons and heat. Gottesfeld

and Zawodzinski1 provided a comprehensive overview of the

PEFC function and operation. The hydrogen oxidation reaction

(HOR) occurring at the anode catalyst layer has orders of

magnitude higher reaction rate than the oxygen oxidation reac-

tion (ORR) in the cathode catalyst layer. The ORR is therefore

a potential source of large voltage loss and hence the cathode

catalyst layer is the electrode of primary importance in a PEFC.

Due to the acid nature of the polymer membrane and low-

temperature operation, Pt or Pt-alloys are the best-known cata-

lysts for PEFCs.

The performance of a PEFC is characterized by the polariza-

tion curve giving the relation between cell voltage and current
el cells are being considered as a critical and enabling technology

ells, the polymer electrolyte fuel cell (PEFC) has emerged as

ance/durability limitation in PEFCs revolves around suboptimal

onstituent porous components. In this perspective article, we

eling techniques in elucidating the microstructure-transport-

ansport phenomena optimization in PEFCs.
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density. Fig. 2 shows a typical polarization curve for a PEFC

with three distinct voltage loss regimes. At low current density

operation, the voltages loss is primarily due to the sluggish ORR

at the cathode catalyst layer and is referred to as the ‘‘kinetic

loss’’ or ‘‘activation loss’’. At intermediate current densities, the

voltage loss characterized by resistance to ion transport in the

polymer electrolyte membrane and the catalyst layers dominates

and is known as ‘‘ohmic loss’’. At high current density operation,

‘‘mass transport limitations’’ come into play due to the excessive

liquid water build up mainly in the cathode side. Liquid water

blocks the porous pathways in the CL and GDL thus causing

hindered oxygen transport to the reaction sites as well as covers

the electrochemically active sites in the CL thereby increasing

surface overpotential. This phenomenon is known as ‘‘flooding’’

and is perceived as the primary mechanism leading to the limiting

current behavior in the cell performance.
Fig. 1 Schematic diagram of a polymer electrolyte fuel cell.
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Despite tremendous recent progress in enhancing the overall

cell performance, a pivotal performance/durability limitation in

PEFCs centers on liquid water transport and resulting flooding

in the constituent components.2–4 The catalyst layer and gas

diffusion layer, therefore, play a crucial role in the PEFC water

management aimed at maintaining a delicate balance between

reactant transport from the gas channels and water removal from

the electrochemically active sites.

Water management research has received wide attention in

recent years, as evidenced by the development of several

macroscopic computational models5–19 and visualization
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Fig. 2 Typical polarization curve of a PEFC.
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techniques20–31 for liquid water transport in PEFCs. Compre-

hensive overview of the various PEFC models is furnished by

Wang3 and Weber and Newman.4 The macroscopic models,

reported in the literature, are based on the theory of volume

averaging and treat the catalyst layer and gas diffusion layer as

macrohomogeneous porous layers. Due to the macroscopic

nature, the current models fail to resolve the influence of the

structural morphology of the CL and GDL on the underlying

two-phase dynamics. Additionally, there is serious scarcity of

two-phase correlations, namely capillary pressure and relative

permeability as functions of liquid water saturation, as consti-

tutive closure relations for the two-phase PEFC models tailored

specifically for the CL and GDL microstructures. Current two-

phase fuel cell models often employ a capillary pressure –

saturation relation for modeling liquid water transport in

hydrophobic gas diffusion media adapted by Pasaogullari and

Wang6 and Nam and Kaviany16 from Udell’s work32 in the form

of Leverett-J function.33 Very recently few attempts to experi-

mentally evaluate the capillary pressure for the PEFC GDL have

been reported in the literature,34–37 while the CL still remains

experimentally intractable. Furthermore, experimental efforts to

measure relative permeability for both GDL and CL, a more

important parameter for two-phase transport than capillary

pressure, are still exceedingly difficult. Most recently, Hussaini

and Wang38,39 have reported the measurement of relative

permeability as a function of liquid water saturation for the

PEFC GDL. In addition, in the macroscopic two-phase fuel cell

models, the site coverage effect in the CL and the pore blockage

effect in the CL and GDL owing to liquid water are taken into

account through an electrochemically active area reduction

model and the Bruggeman type correction for the effective

oxygen diffusivity, respectively. These two empirical correlations

cannot be separately discerned through experimental techniques.

Despite substantial research, both theoretical and experimental,

there is serious paucity of fundamental understanding regarding

the overall structure-transport-performance interactions and
This journal is ª The Royal Society of Chemistry 2010
underlying two-phase dynamics in the catalyst layer and the gas

diffusion layer.

Mesoscopic modeling, which combines the porous media

microstructure and the underlying transport phenomena, is

particularly promising in unveiling the structure-transport

interactions at the pore-scale. This paper presents a systematic

review of the recent efforts in mesoscopic modeling at the pore-

scale in order to gain fundamental insight into two-phase

transport and flooding behavior in PEFCs.
2. Pore-scale modeling

Pore-scale models for solving multiphase flow and transport

through porous media can be broadly classified into rule-based

and first-principle-based models.40

Rule-based models try to capture physical processes by

incorporating adequate physics on top of an idealized network

representation of the porous medium. Percolation models,

diffusion-limited aggregation (DLA) models and anti-DLA

models belong to this category. Such models, based on diluted

physical description, nonetheless provide useful predictions of

the transport properties of a given medium or network. Simu-

lations based on these models are generally faster since there is no

need to solve large systems of equations. The most prominent

among these rule-based models is the pore-network (PN)

modeling approach. In the PN models, a porous medium is

represented by a lattice of wide pores connected by narrower

constrictions called throats. The original PN model is credited to

the pioneering works by Fatt,41–43 who computed capillary

pressure and relative permeability in a network of interconnected

pores. Since then, the PN model has continued to incorporate

multi-physicochemical processes, physically-realistic and topo-

logically-equivalent pore-network structures to study a variety of

processes in porous media, including, dispersion,44 two-phase

relations,45,46 three-phase displacement,47,48 reactive transport,49–51

heat transfer,52 drying,53,54 CO2 sequestration55 to name a few.

While the PN models were primarily developed to address

flows in low-porosity and low-permeability geologic porous

media, Thompson56 expanded the applicability to high-

porosity and high-permeability fibrous media. Recent efforts

in advancing the PN models also include extraction of realistic

network representations57–61 corresponding to actual porous

media morphologies using experimental imaging and mathe-

matical morphology analysis. However, majority of the PN

models still rely on simplified idealized network delineations

of the porous media, e.g. spherical pores connected by cylin-

drical throats.

Unlike the rule-based approaches, the first-principle-based

methods resolve the underlying transport processes by solving

the governing equations, namely the Navier–Stokes (NS) equa-

tions. The governing equations can be solved by employing either

the fine-scale conventional computational fluid dynamics (CFD)

methods, the so-called ‘‘top-down approach’’ or by the coarse-

grain approach i.e. the ‘‘bottom-up’’ approach, shown schemat-

ically in Fig. 3.62 The molecular dynamics (MD), lattice gas (LG)

and, lattice Boltzmann (LB) methods fall under the ‘‘bottom-up’’

approach category. With a given set of suitable boundary

conditions, the governing differential equations can be properly

discretized on a computational grid using standard CFD
Energy Environ. Sci.
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Fig. 3 Top-down and bottom-up numerical approach.
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techniques, namely finite difference, finite volume or finite

element methods. However, the lack of versatility of imple-

menting the boundary conditions for arbitrary grain shapes

precludes the application of CFD methods in a porous medium

involving two-phase flow. Even though several CFD-based two-

phase models, such as front-capturing63–66 and front-tracking67,68

approaches have been developed, the applicability of fine-scale

CFD yet remains a challenge to simulate two-phase flow in

complex porous media. On the other hand, molecular dynamics

approach69,70 takes into account the movements and collisions of

all individual molecules constituting the fluid with detail

description of the inter-molecular interactions and thereby

providing realistic equations of state characterizing the real fluid.

However, the complexity of interactions as well as the number of

molecules representative of the actual fluid make the molecular

dynamics models computationally prohibitive for application to

macroscopic flows in porous media.

The Lattice Boltzmann method, instead of tracking all the

individual molecules, considers the behavior of a collection of

particles, comprised of large number of molecules, moving on

a regular lattice, thereby reducing the degrees of freedom of the

system and making the pore-scale simulation computationally

tractable. Owing to its numerical stability and constitutive

versatility, the LB method has developed into a powerful tech-

nique for simulating complex flows in recent years.71 Unlike the

conventional Navier–Stokes solvers based on the discretization

of the macroscopic continuum equations, LB methods consider

flows to be composed of a collection of pseudo-particles residing

on the nodes of an underlying lattice structure which interact

according to a velocity distribution function. The lattice Boltz-

mann method is an ideal scale-bridging numerical scheme which

incorporates simplified kinetic models to capture microscopic or

mesoscopic flow physics and yet the macroscopic averaged

quantities satisfy the desired macroscopic equations.71 Due to its

underlying kinetic nature, the LB method has been found to be

particularly useful in fluid flow applications involving interfacial

dynamics and complex boundaries, e.g. multiphase or multi-

component flows in porous medium. As opposed to the front-

tracking and front-capturing multiphase models in traditional

CFD, due to its kinetic nature, the LB model incorporates phase
Energy Environ. Sci.
segregation and surface tension in multiphase flows through

interparticle force/interactions, which are difficult to implement

in traditional methods. Therefore, compared to the conventional

CFD methods, the LB modeling approach better represents the

pore morphology of the actual porous medium and incorporates

more rigorous physical description of the flow processes.

Although in some cases it is computationally more demanding,

this can be compensated by high performance computing, since

the LB algorithm is inherently parallel. Several two-phase LB

models have been presented in the literature. The first immiscible

multiphase LB model proposed by Gunstensen et al.72 uses red-

and blue- colored particles to represent two kinds of fluids. The

phase separation is then produced by the repulsive interaction

based on the color gradient and color momentum. The model

proposed by Shan and Chen73,74 imposes a non-local interaction

between fluid particles at neighboring lattice sites. The interac-

tion potentials control the form of the equation of state (EOS) of

the fluid. Phase separation occurs automatically when the

interaction potentials are properly chosen. The free-energy based

approach proposed by Swift et al.75,76 relies on the description of

non-equilibrium dynamics, such as Cahn-Hilliard’s approach.

The free energy model has a sound physical basis, and, unlike the

S–C model, the local momentum conservation is satisfied.

However, this model does not satisfy Galilean invariance leading

to unphysical effects in the simulation.77 In the multiphase model

proposed by He, Chen and Zhang,78,79 two sets of probability

distribution functions (PDF) are employed. The first PDF set is

used to simulate pressure and velocity fields and another PDF set

is used to capture the interface only, which makes this approach

essentially close to the interface capturing methods in spirit. This

approach is thermodynamically more consistent, however shows

numerical instability. Among the afore-mentioned two-phase LB

models, the S–C model is widely used80–85 due to its simplicity in

implementing boundary conditions in complex porous struc-

tures, versatility in terms of handling fluid phases with different

densities, viscosities and wettabilities, as well as the capability of

incorporating different equations of state. Recent advancements

in LBM include modeling of multicomponent, reactive transport

(chemical reaction) phenomena leading to the evolution of

porous microstructure86–88 and poroelastic behavior to study

genesis and propagation of fractures, pore wall rugosity, and

morphological change due to the coupling between applied stress

and fluid pressure89,90 in subsurface porous media.

Another type of pore-scale model is the pore morphology

(PM) approach91,92 based on the mathematical morphology

analysis of the digital representation of an actual porous

medium. The PM model aims to link the macroscopic measures

of a porous medium, e.g. capillary pressure - saturation relation,

to an accurate representation of the porous medium through

direct input of the morphological information. This heuristic

approach is credited to the original work by Hazlett91 for simu-

lating quasi-static two-phase flow based upon a size and

connectivity analysis of the digital pore space. Hilpert and

Miller92 extended this method to account for the accurate porous

medium morphology for quasi-static drainage in water-wet

porous media using concepts from mathematical morphology to

obtain the fluid distributions. This approach of quasi-static fluid

phase distributions by Hilpert and Miller92 relies on the dis-

cretization of the pore space by a set of voxels residing on a cubic
This journal is ª The Royal Society of Chemistry 2010
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lattice and the simulated fluids are both represented by voxels.

The interfacial area represented by a set of voxels is slightly over-

estimated and the pore-space voxelization renders the simulated

capillary pressures to assume discrete values.92,93 In a recent

paper, Adalsteinsson and Hilpert94 further extended the PM

model, which does not treat the solid phase and the pore space as

voxels but rather as a discretization of an underlying continuous

representation for drainage simulation. The pore morphology

model is computationally very attractive and yields reasonable

agreement with experimental data.92 This approach can be

perceived as a middle ground between the computationally

intensive LB model and the idealized pore morphology based PN

model, especially for quasi-static flows in complex porous media.

The afore-mentioned pore-scale modeling approaches offer

excellent versatility in the fundamental investigation of transport

phenomena owing to the detailed information available at the

microscopic scale. Specifically, pore-scale modeling shows

tremendous prospect in the following aspects.v

Pore-scale modeling provides unique opportunities to

understand the underlying processes, e.g. multiphase dynamics

occurring within the complex porous structure, which are still

unknown due to the scarcity of the viable experimental methods

as well as the difficulty to predict the inherent structure-perfor-

mance dependence;v

Pore-level simulation tool offers excellent flexibility in

designing numerical experiments conforming to the experimental

operating conditions in order to evaluate constitutive closure

relations, e.g. two-phase correlations in terms of capillary pres-

sure and relative permeability as functions of saturation, which

are otherwise difficult to obtain by laboratory experiments.

Recent advances in microstructure generation techniques,

allowing accurate representation of the underlying pore-

morphology, and quantum jump in computational power are the

major proponents in the explosion of interest in predictive pore-

scale modeling. Suffice to say that the pore-scale modeling caters

to the mesoscopic modeling framework, which includes the

effects of the pore morphology and mesoscale physics on the

macroscopic transport behavior.

In this paper, different pore-scale modeling techniques are

discussed with the objective to understand the structure-wetta-

bility influence on the underlying two-phase dynamics in the

PEFC catalyst layer and gas diffusion layer.
Fig. 4 High resolution TEM image of a PEFC catalyst layer micro-

structure.104
3. Microstructure generation

Detailed description of a porous microstructure is an essential

prerequisite to pore-scale modeling. The 3-D volume data of

a porous sample can be obtained either by experimental imaging

or by stochastic simulation method. Several experimental tech-

niques can be deployed to image the pore structure in three

dimensions. Earlier attempts include destructive serial

sectioning95,96 of pore casts to reconstruct the complex pore

space. Recently, non-invasive techniques such as X-ray micro-

tomography,97 magnetic resonance imaging98 and confocal

microscopy99 are the preferred choices over the earlier destructive

methods. Additionally, 3-D porous structure can be generated

using stochastic simulation technique, originally developed by

Joshi100 in two dimensions and later extended to three dimen-

sions by Quiblier.101 The stochastic reconstruction method
This journal is ª The Royal Society of Chemistry 2010
creates 3-D replicas of the microstructure based on specified

statistical information (e.g. porosity, two-point correlation

function) of a porous sample. Adler and Thovert102 and Tor-

quato103 provided comprehensive overviews of the stochastic

reconstruction techniques along with statistical description of

porous microstructures. The low cost and high speed of data

generation make the stochastic generation methods an attractive

alternative and often a preferred choice over the experimental

imaging techniques. In the following sections, the generation of

the PEFC catalyst layer and gas diffusion layer microstructures is

discussed.

3.1. Catalyst layer microstructure

For the electrochemical reaction to occur, the state-of-the-art

catalyst layer of a PEFC is a three-phase composite comprising

of: (1) ionomer, i.e. the ionic phase which is typically Nafion� to

provide a passage for protons to be transported in or out, (2) Pt

catalysts supported on carbon (C-Pt) i.e. the electronic phase for

electron conduction, and (3) pores for the reactant to be trans-

ferred in and product water out. Fig. 4 shows a high resolution

transmission electron microscope (TEM) image of a conven-

tional PEFC CL104 with the three-phase interface. The CL, being

only 10–15 mm thick and owing to the resolution constraints of

the state-of-art computed microtomography techniques (e.g. 1–5

mm per voxel), the stochastic reconstruction method is as yet the

only viable technique for the PEFC CL microstructure genera-

tion.

Mukherjee and Wang105 were the first to reconstruct a 3-D

realization of the PEFC CL microstructure using the stochastic

generation method with porosity and two-point autocorrelation

function as the input statistical parameters. This method is based

on the stochastic simulation method reported by Adler et al.106,107

and Bentz and Martys.108 In brief, the stochastic reconstruction

method is based on the idea that an arbitrarily complex porous

structure can be described by a binary phase function which

assumes a value 0 in the pore space and 1 in the solid matrix. The

porosity is the probability that a voxel is in the pore space. The

two-point autocorrelation function is the probability that two

voxels at a specific distance are both in the pore space. The

catalyst layer was delineated as a two-phase (pore/solid)
Energy Environ. Sci.
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Fig. 6 Reconstructed catalyst layer microstructure along with pore size

distribution by the sphere based simulated annealing method.113
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structure consisting of the gas phase (i.e. the void space) and

a mixed electrolyte/electronic phase (i.e. the solid matrix). This

assumption was due to the unavailability of high resolution 2-D

CL micrographs with distinct delineation of the constituent three

phases (C-Pt, ionomer and pore) in order to evaluate the corre-

sponding dual phase autocorrelation functions. The mixed elec-

trolyte/electronic phase assumption is however well justified from

the perspective of ion transport in the electrolyte phase as the

limiting mechanism as compared to the electron conduction via

the electronic (C-Pt) phase within the CL.105 The stochastic

simulation method starts with a Gaussian distribution which is

filtered with the two-point autocorrelation function and finally

thresholded with the porosity, which creates the 3-D realization

of the CL structure. The autocorrelation function is computed

from a 2-D TEM image of an actual CL based on the image

processing technique originally proposed by Berryman.109 The

porosity is evaluated by converting the mass loading data of the

constituent components available from the CL fabrication

process.110 Details about the Gaussian field stochastic recon-

struction method for the CL microstructure generation are

elaborated by Mukherjee and Wang.105 This reconstruction

method was further extended for the generation of bi-layer CL

structures with varying pore and electrolyte volume fractions by

Mukherjee and Wang.111 Fig. 5 shows the reconstructed micro-

structure of a typical catalyst coated membrane (CCM) CL with

nominal porosity of 60% and thickness of 10 mm along with the

input TEM image and the evaluated cross-section averaged pore

and electrolyte phase volume fraction distributions across the CL

thickness.105 The cross-section averaged pore/electrolyte volume

fraction distribution illustrates the local tortuosity variation

along the electrode thickness.
Fig. 5 Reconstructed catalyst layer microstructure along with pore and

electrolyte phase volume fractions distribution.105

Energy Environ. Sci.
Rong and co-workers112 later utilized the afore-mentioned

reconstruction method to genarate 2-D realizations of the CL

microstructure with three-phase description using different

autocorrelation functions for C-Pt/pore and ionomer/pore

combinations. Recently, Kim and Pitsch113 developed the simu-

lated annealing reconstruction method, based on the original

work by Yeong and Torquato,114 for the CL microstructure

generation. In the simulated annealing method,114 a digitized

representation of a porous medium is used and a continuous

interchange of voxels is performed to find a minimum energy

state. Energy of a system is defined as the sum of the square

difference of the correlation functions for the reference and

reconstructed systems.113,114 The simulated annealing method

offers flexibility in terms of incorporating higher order statistical

moments (e.g. second-order surface correlation) for reconstruc-

tion.103 Kim and Pitsch,113 in their work, considered a sphere-

based simulated annealing algorithm with two-point

autocorrelation function (first-order statistical moment) as input.

The model starts with a reference two-point autocorrelation

function and adjusts it subsequently till the reconstructed

microstructure attains the desired macroscopic feature, e.g. pore

size distribution (PSD). The reconstructed 3-D CL includes

a thin layer of ionomer phase evenly distributed around the C-Pt

spherical agglomerates. Fig. 6 shows a 3-D reconstructed CL

microstructure from the sphere-based simulated annealing

method along with the predicted PSD.113
3.2. Gas diffusion layer microstructure

The multi-faceted functionality of a GDL includes reactant

distribution, liquid water transport, electron transport, heat

conduction and mechanical support to the membrane-electrode-

assembly. Carbon-fiber based porous materials, namely non-

woven carbon paper and woven carbon cloth with thickness

�200–300 mm, have received wide acceptance as materials of

choice for the PEFC GDL owing to high porosity (�70% or

higher) and good electrical/thermal conductivity. Mathias

et al.115 provided a comprehensive overview of the GDL struc-

ture and functions.

Schulz and co-workers116 were the first to develop a stochastic

simulation technique to reconstruct 3-D realization of the non-

woven carbon paper GDL based on structural inputs, namely

fiber diameter, fiber orientation and porosity which can be

obtained either directly from the fabrication specifications or

indirectly from the SEM (scanning electron microscope) micro-

graphs or by experimental techniques. The GDL microstructure
This journal is ª The Royal Society of Chemistry 2010
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reconstruction is based on the non-woven structure generation

technique originally proposed by Schladitz et al.117 The specific

assumptions made in the non-woven GDL reconstruction

method, which are well justified by inspecting the corresponding

carbon paper GDL SEM micrographs, include:117 (1) the fibers

are long compared to the sample size and their crimp is negli-

gible; (2) the interaction between the fibers can be neglected, i.e.,

the fibers are allowed to overlap; and (3) the fiber system, owing

to the fabrication process, is macroscopically homogeneous and

isotropic in the material plane, defined as the xy plane. With

these assumptions, the stochastic reconstruction technique is

adequately described as a Poisson line process with one-para-

metric directional distribution where the fibers are realized as

circular cylinders with a given diameter and the directional

distribution provides in-plane/through-plane anisotropy in the

reconstructed GDL microstructure.116 Fig. 7 shows the recon-

structed microstructure of a typical non-woven, carbon paper

GDL116 with porosity around 72% and thickness of 180 mm along

with the structural parameters in terms of the estimated pore size

distribution and the anisotropy in the in-plane vs. through-plane

permeability values. Wiegmann and co-workers118 have also

extended the reconstruction formalism for woven microstruc-

tures generation with fiber bundle dimensions and pleat waviness

as inputs. Fig. 8 shows a representative 3D reconstructed woven

carbon cloth GDL microstructure as originally highlighted in the

work by Mukherjee et al.119 Inoue et al.120 have used a stochastic

reconstruction method similar to that by Schulz et al.116 and

presented the evaluation of pore size distribution, permeability

and tortusoity of simulated carbon paper GDL microstructures.
Fig. 8 SEM micrograph and 3-D reconstructed microstructure of

a woven carbon cloth GDL.119

Fig. 7 Reconstructed non-woven carbon paper GDL microstructure

along with the evaluated structural properties.116

This journal is ª The Royal Society of Chemistry 2010
In another effort, Thiedmann et al.121 reported a stochastic

reconstruction method, which is similar in spirit to the method by

Schulz et al.,116 to generate 3-D non-woven carbon paper GDL

microstructures. This model relies on stacking thin sections of

fiber layers with each fiber approximated by a straight cylinder.

The thin sections of the GDL are represented by planar random

line tessellations, which are built by intersecting lines located at

random in the material plane.121 These lines are dilated in 3-D,

and each dilated line tessellation represents a thin fiber-layer

section. Finally, a certain number of such dilated line tessella-

tions are stacked together to generate the 3-D GDL micro-

structure. The segmentation of thin section from SEM images

mimics the anisotropy in the in-plane direction and builds into

the 3-D structure from the stacking of thin fiber layers. In the

model by Schulz et al.,116 the anisotropy parameter is adjusted to

achieve the desired in-plane vs. through-plane anisotropy.

Thiedmann et al.121 also incorporated the binder material in the

reconstructed GDL microstructure. The fibers of the GDL are

adhered by means of a binder, which is introduced in the

manufacturing process and can be recognized in the SEM images

as thin films. They have considered two variants of binder filling:

(1) as thin horizontal films filling the area among fiber entangles,

known as Bernoulli filling; and (2) as spherical filling the pores.

The sphere filling method is, however, a gross approximation of

the binder filling. The Bernoulli filling also creates large blockage

of horizontal fiber thin sections, which is otherwise not observed

in SEM images. Schulz et al.,122 in a predecessor paper, included

the binder in the GDL microstructure via capillary filling

concept, where the binder is considered as a hydrophilic fluid

which fills the two-fiber intersections based on the overall binder

volume fraction, which is generally very low. Fig. 9 shows the

reconstructed 3-D GDL microstructures with binder from these

works.121,122 Thiedmann et al.123 in a recent follow-up paper also

presented the evaluation of the microstructure characteristics

(e.g., tortusosity, pore size and connectivity) of simulated and

experimentally imaged 3D non-woven GDL structures.

Pore size distribution (PSD) can be evaluated by repeatedly

probing the reconstructed microstructure with spheres of

increasing radii, as explained by Schulz et al.116 Thiedmann

et al.123 employed a 3-D graph representation of the pore space.

The pore size (radius) is the largest spherical distance of a pore

center (vertex in the graph representation) to the solid phase. The

PSD is evaluated by taking into account only the largest pores

belonging to the respective pore centers for varying radii

(spherical distance).123

Recent efforts also include 3-D experimental imaging of the

PEFC GDL microstructure using X-Ray computed tomography.

Garzon and co-workers124 have recently demonstrated the

reconstruction of 3-D GDL non-woven and woven microstruc-

tures using X-Ray microtomography. Ostadi et al.125,126 also

reported their preliminary attempts of the X-Ray tomography

reconstruction of the woven carbon cloth and non-woven carbon

paper GDL microstructures. Becker et al.127,128 used 3-D

tomography non-woven carbon paper GDL microstructures for

the evaluation of the intrinsic microstructural parameters,

namely permeability, diffusivity and thermal conductivity.

Fig. 10 shows representative 3-D GDL carbon paper micro-

structures with and without microporous layer (MPL) using

X-Ray microtomography.124 Berenjov et al.129 demonstrated an
Energy Environ. Sci.
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Fig. 9 Reconstructed GDL microstructures with binder: (a) Thiedmann et al.,121 (b) Schulz et al.122

Fig. 10 Nonwoven carbon paper GDL microstructure using X-Ray

tomography.131
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inexpensive optical reconstruction of the carbon paper GDL

structure using a standard bright-field microscope. Most

recently, Mukherjee and co-workers130,131 have presented 3-D

reconstruction of non-woven GDL microstructures using digital

volume imaging (DVI), which is a block-face fluorescence

imaging technique.132,133 In this technique, the porous sample,

embedded in a polymeric resin, is repeatedly sectioned and

imaged.132,133 These 2-D cross-sectional images are then

combined to reconstruct the 3-D microstructure. Unlike the

conventional laborious serial sectioning methods, serial

sectioning in DVI is fully automated. The DVI technique is

a destructive imaging method as opposed to the non-invasive

X-Ray tomography method. However, the 3-D image obtained

from the DVI technique is envisioned to provide meaningful

microstructural information for inputs into high-fidelity direct

numerical simulation methods for two-phase transport. It is

worth mentioning that these recent efforts in generating 3D

microstructures using experimental imaging show great promise

toward more realistic structural delineation and pore-scale

modeling of two-phase transport in the PEFC GDLs.
4. Two-phase transport in the PEFC CL and GDL

Surface forces become dominant as compared to the gravity,

viscous and inertia forces for two-phase flow through the porous

catalyst layer and the fibrous gas diffusion layer in a PEFC,

characterized by significantly small pore size, e.g. �0.1 mm in the
Energy Environ. Sci.
CL and �20 mm in the GDL. A simple estimate of the values of

the non-dimensional numbers governing the underlying trans-

port in the PEFC CL could further emphasize the importance of

the surface forces;

Reynolds number : Re ¼ r2U2D

m2
e 10-4

Capillary number : Ca ¼ m2U2

s e 10-6

Bond number : Bo ¼ gðr2 � r1ÞD2

s e 10-10

Weber number : We ¼ r2U2
2 D

s
¼ Re:Ca e 10-10

U2 and m2 are the non-wetting phase velocity and dynamic

viscosity respectively; s is the surface tension and g is the grav-

itational acceleration. Similarly, the afore-mentioned non-

dimensional parameters exhibit significantly low values in the

GDL within comparable order of magnitude variations. In this

article, the non-wetting phase is identified with subscript 2 and

the wetting phase with 1. From the Bond number, defined as the

ratio of gravitational force to the surface tension force, it is

evident that the effect of gravity is negligible with respect to the

surface tension force, thus indicating strong capillary force

dominance. Also within PEFC electrodes, velocity, U2 is signif-

icantly small. Now, from the Reynolds number, representing the

ratio of inertia force to viscous force, it is obvious that the inertial

effect is negligible, as compared to the viscous force. Combining

the implications of low Reynolds and Bond numbers, it can be

inferred that the density difference, which is �1000 for air–water

two-phase flow for the PEFC operation, should have negligible

influence on the overall transport in the CL and GDL. Now,

from the Capillary number, Ca, which represents the ratio of

viscous force to the surface tension force, it can be observed that

the effect of viscous force is also negligible as compared to the

surface tension force. Apart from these non-dimensional

numbers, the Weber number, (We), defining the ratio of inertial

force to the surface tension force, which is also a product of Re

and Ca, emphasizes the fact that the effects of inertia and viscous

forces are truly insignificant as compared to the surface tension
This journal is ª The Royal Society of Chemistry 2010
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force representative of two-phase transport in the PEFC CL and

GDL. It should be noted that the viscosity ratio for the non-

wetting and wetting phases in a fuel cell operating at 80 �C is

estimated to be, M ¼ m2/m1 � 18. Based on the calculated

representative viscosity ratio and capillary number values, the

typical operating two-phase regime for the CL and GDL belongs

to the capillary fingering zone on the ‘‘phase diagram’’ proposed

by Lenormand et al.,125 and is shown in Fig. 11. The notion of the

‘‘phase diagram’’, proposed by Lenormand et al.,134 is based on

their experiment, involving immiscible displacement of a wetting

phase by a non-wetting phase, in a flat and horizontal porous

medium where gravity forces were neglected. This phase diagram

further bolsters the hypothesis that for air–water two-phase flow

in the CL and GDL of a PEFC, the viscous forces are truly

negligible and the principal force is owing to the action of

capillarity, which would consequently lead to capillary fingering

type displacement pattern. Viscous fingering pattern is observed

at low viscosity ratio (M), where the principal force is the viscous

force of the resident fluid and the capillary force and pressure

drop in the displacing fluid can be neglected. In the stable

displacement flow regime, representative of high M and high Ca,

the principal force is due to the viscosity of the displacing fluid

and capillary effects in the resident fluid are negligible. Typical

fluid displacement patterns pertaining to the three flow regimes

are also shown in Fig. 11 along with the phase diagram and are

adapted from the work by Ewing and Berkowitz,135 The effect of

gravity force in the overall fuel cell system, let alone in the porous

catalyst layer and gas diffusion layer, has also been shown to be

truly insignificant.20 Most recently, Medici and Allen136 experi-

mentally characterized air/water two-phase behavior in the

non-woven carbon paper GDL for different combinations of

capillary number and viscosity ratio corresponding to the

drainage phase diagram134 in an ex situ setup. They emphasized

the existence of capillary fingering owing to the low capillary

number and transition toward stable displacement pattern at

higher saturation in the PEFC GDL.

5. Lattice Boltzmann modeling

The interaction-potential based two-phase lattice Boltzmann

model (LBM) by Shan and Chen,73,74 henceforth referred to as
Fig. 11 Phase diagram along with

This journal is ª The Royal Society of Chemistry 2010
the S–C model, has been primarily deployed in the PEFC

research.

5.1. Methodology

In brief, the S–C model73,74 introduces k distribution functions

for a fluid mixture comprising of k components. Each distribu-

tion function represents a fluid component and satisfies the

evolution equation. The non-local interaction between particles

at neighboring lattice sites is included in the kinetics through a set

of potentials. The evolution equation for the kth component can

be written as:

f k
i ðxþ eidt; tþ dtÞ � f k

i ðx; tÞ ¼ �
f k

i ðx; tÞ � f
kðeqÞ

i ðx; tÞ
sk

(1)

fk
i (x,t) is the number density distribution function for the kth

component in the ith velocity direction at position x and time t,

and dt is the time increment. In the term on the right-hand side, sk

is the relaxation time of the kth component in lattice unit, and

fk(eq)
i (x,t) is the corresponding equilibrium distribution function.

The right hand side of eqn (1) represents the collision term based

on the BGK (Bhatnagar-Gross-Krook), or the single-time

relaxation approximation.137 The phase separation between

different fluid phases, the wettability of a particular fluid phase to

the solid, and the body force, are taken into account by modi-

fying the velocity used to calculate the equilibrium distribution

function. An extra component-specific velocity due to interpar-

ticle interaction is added on top of a common velocity for each

component. Interparticle interaction is realized through the total

force, Fk, acting on the kth component, including fluid/fluid

interaction, fluid/solid interaction, and external force. More

details can be found in ref. 80.

The continuity and momentum equations can be obtained for

the fluid mixture as a single fluid using Chapman-Enskog

expansion procedure in the nearly incompressible limit:

vr

vt
þ V,ðruÞ ¼ 0

r

�
vu

vt
þ ðu,VÞu

�
¼ �Vpþ V,½rnðVuþ uVÞ� þ rg

)
(2)
fluid displacement patterns.119

Energy Environ. Sci.
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where the total density and velocity of the fluid mixture are given,

respectively, by:

r ¼
P

k rk

ru ¼
P

k rkuk þ
1

2

X
k

Fk

)
(3)

with a non-ideal gas equation of state.138
5.2. Two-phase simulation studies

Mukherjee and co-workers119,139,140 deployed the S–C LBM to

study two-phase transport and flooding behavior in the PEFC

CL and GDL. The CL and GDL microstructures were recon-

structed using stochastic simulation techniques developed in ref.

105 and 116, respectively. This study focused on understanding

the structure-wettability-transport interactions in the PEFC CL

and GDL in the low Capillary number (Ca) regime. Details can

be found in ref. 139, 140.

Fig. 12 displays the steady state invading liquid water fronts

corresponding to increasing capillary pressures from the primary

drainage simulation in the reconstructed CL microstructure

characterized by slightly hydrophobic wetting characteristics

with a static contact angle of 100�, as reported in ref. 140.

Primary drainage141 refers to the displacement of a wetting fluid

by an invading non-wetting fluid. At lower capillary pressures,

the liquid water saturation front exhibits finger like pattern,
Fig. 12 Advancing liquid water front with increasing capillary pressure thro

primary drainage simulation using LBM.140

Energy Environ. Sci.
similar to the displacement pattern observed typically in the

capillary fingering regime. The displacing liquid water phase

penetrates into the body of the resident wetting phase (i.e. air) in

the shape of fingers owing to the surface tension driven capillary

force. However, at high saturation levels, the invading non-

wetting phase tends to exhibit a somewhat flat advancing front.

This observation, as highlighted in Fig. 12(b), indicates that with

increasing capillary pressure, even at very low Capillary number,

several penetrating saturation fronts tend to merge and form

a stable front. The invasion pattern transitions from the capillary

fingering regime to the stable displacement regime and poten-

tially lies in the transition zone in between. In an operating fuel

cell, the resulting liquid water displacement pattern pertaining to

the underlying pore-morphology and wetting characteristics

would play a vital role in the transport of the liquid water and

hence the overall flooding behavior.

Fig. 13 shows the liquid water distribution as well as the

invasion pattern from the primary drainage simulation with

increasing capillary pressure in the initially air-saturated recon-

structed carbon paper GDL characterized by hydrophobic

wetting characteristics with a static contact angle of 140� from

the LBM work by Mukherjee et al.140 The reconstructed GDL

structure used in the two-phase simulation consists of 100 �
100 � 100 lattice points in order to manage the computational

overhead to a reasonable level. At the initially very low capillary

pressure, the invading front overcomes the barrier pressure only
ugh the initially air-saturated reconstructed CL microstructure from the

This journal is ª The Royal Society of Chemistry 2010
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at some preferential locations depending upon the pore size

along with the emergence of droplets owing to strong hydro-

phobicity. As the capillary pressure increases, several liquid

water fronts start to penetrate into the air occupied domain.

Further increase in capillary pressure exhibits growth of droplets

at two invasion fronts, followed by the coalescence of the drops

and collapsing into a single front. This newly formed front then

invades into the less tortuous in-plane direction. Additionally,

emergence of tiny droplets and subsequent growth can be

observed in the constricted pores in the vicinity of the inlet region

primarily due to strong wall adhesion forces from interactions

with highly hydrophobic fibers with the increasing capillary

pressure. One of the several invading fronts finally reaches the air

reservoir, physically the GDL/channel interface, at a preferential

location corresponding to the capillary pressure and is also
Fig. 13 Advancing liquid water front with increasing capillary pressure throu

primary drainage simulation using LBM.140

This journal is ª The Royal Society of Chemistry 2010
referred to as the bubble point. It is worth mentioning that the

LB simulation is indeed able to capture the intricate liquid water

dynamics including droplet interactions, flooding front forma-

tion and propagation through the hydrophobic fibrous GDL

structure.

In another effort, Mukherjee and Wang,139,142,143 studied the

effects of liquid water on the catalytic site coverage and pore

blockage, which otherwise cannot be discerned separately via

experiments, in the PEFC CL. They used the two-phase S–C

LBM to study the liquid water site coverage and pore blockage

effects in a reconstructed CL microstructure and also evaluated

the relative permeability relation as a function of liquid water

saturation. They demonstrated that these two-phase relations

can be incorporated into macroscopic two-phase computational

fuel cell models in order to capture the polarization behavior of
gh the initially air-saturated reconstructed GDL microstructure from the

Energy Environ. Sci.

http://dx.doi.org/10.1039/B926077C


Fig. 14 Two-phase distributions, pore blockage, site coverage and relative permeability relations from two-phase LBM simulation in the PEFC

CL.139,142
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the CL in the mass transport control regime. Fig. 14 displays the

two-phase distributions from the LBM simulations along with

the catalytic site coverage, pore blockage and relative perme-

ability relations as functions of liquid water saturation. In this

work, the effect of electrochemical reaction is not considered

explicitly. Liquid water, generated owing to the electrochemical

reaction, manifests in terms of liquid water saturation distribu-

tion in the porous catalyst layer microstructure, leading to the

pore blockage and surface coverage effects. In this regard, it is

important to mention that the direct numerical simulation

(DNS) modeling of electrochemically reactive transport in the

CL microstructure at the pore-scale was first demonstrated by

Mukherjee and Wang.105 This electrochemistry coupled DNS

model is a fine-scale CFD (‘‘top-down’’) approach, which solves

the species (oxygen and water vapor) and charge transport

equations along with interfacial electrochemical reaction directly

in the CL microstructure within a single-domain finite volume

modeling (FVM) framework. The DNS model provides the 3-D

spatial distribution of the reaction current in the CL and is

ideally suited for composition optimization (e.g. functionally

graded structure with pore and electrolyte volume fractions

distribution).105,111 However, the DNS model doesn’t include the
Energy Environ. Sci.
effect of two-phase transport. Additionally, notable recent

efforts in pore-scale multicomponent, reactive (chemical reac-

tion) transport modeling in porous media in subsurface envi-

ronments include lattice Boltzmann modeling by Kang et al.86–88

and pore network modeling by Celia and co-workers.50,51

However, none of these pore-scale models (e.g. electrochemistry

coupled DNS model, chemically reactive LBM and PNM

formalisms) include multiphase transport.

Mukherjee et al.144 also recently studied the influence of

compression induced microstructural change on the underlying

two-phase transport and flooding behavior in a reconstructed,

nonwoven GDL. The importance of cell clamping pressure on

fuel cell performance has been studied by several

researchers.115,145,146 The GDL microstructure compression effect

is based on the reduced order compression model originally

proposed by Schulz et al.116 The reduced compression model

relies on the unidirectional morphological displacement of solid

voxels in the GDL structure under load and with the assumption

of negligible transverse strain. Details of the reduced compres-

sion model can be found in ref. 116. However, with the reduced

compression model, it is difficult to find a relation between the

compression ratio and the external load. The compression ratio
This journal is ª The Royal Society of Chemistry 2010
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Fig. 15 Representative uncompressed and compressed non-woven GDL structures along with pore size distribution.116

Fig. 16 Advancing liquid water front with increasing capillary pressure through the initially air-saturated reconstructed GDL microstructure with 30%

compression from the primary drainage simulation using LBM.144

This journal is ª The Royal Society of Chemistry 2010 Energy Environ. Sci.
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Fig. 17 Advancing liquid water front with increasing capillary pressure through the mixed wet GDL microstructure with 50% hydrophilic pores from

the displacement simulation using LBM.131

Fig. 18 Comparison of measured relative permeability with the pre-

dicted data from LBM simulation.150
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is defined as the ratio of the thickness of compressed sample to

that of the uncompressed sample. Nevertheless, this approach

leads to reliable 3-D morphology of the nonwoven GDL struc-

tures under compression. Fig. 15 shows compressed, recon-

structed nonwoven GDL microstructures with 20% and 40%

compression along with the uncompressed structure and repre-

sentative 2-D cross-sections. Due to the compression of the

structure, the pore size distribution is expected to shift toward

smaller pores. Fig. 15(b) shows the pore size distributions of the

uncompressed and 50% compressed GDL microstructures. It can

be observed that the mean pore size shifts from around 17 mm to

approximately 10 mm under 50% compression, while the width of

the pore size distribution shows negligible variation. Fig. 16

shows the liquid water distribution and the invasion pattern from

the primary drainage simulation with increasing capillary pres-

sure in the initially air-saturated 30% compressed carbon paper

GDL microstructure characterized by hydrophobic wetting

characteristics with a static contact angle of 140�. Similar to the

uncompressed GDL, in Fig. 13, at very low initial capillary
Energy Environ. Sci. This journal is ª The Royal Society of Chemistry 2010
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Fig. 19 Liquid water distribution pattern from the drainage simulation using the PM model.116
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pressures, the invading front overcomes the barrier pressure only

at some preferential locations depending upon the pore size. As

the capillary pressure increases, several liquid water fronts start

to penetrate into the air occupied domain. Owing to the

compression induced microstructural change, further increase in

capillary pressure exhibits coalescence of drops and concurrent

merging of the fronts into a single front. This newly formed front

propagates in the through-plane direction with liquid water

build-up and subsequent action of capillarity. However, no

preferential front migration toward the in-plane direction, as

opposed to that in the uncompressed structure, is observed,

which can be attributed to the increased tortuosity owing to the

compression of the GDL. Emergence of droplets and subsequent

growth can also be observed in the constricted pores primarily

due to strong wall adhesion forces from interactions with highly

hydrophobic fibers with the increasing capillary pressure.

Finally, the predominant front reaches the air reservoir,
Fig. 20 Capillary pressure – saturation relations for the reconstructed

non-woven GDL structure using PM model.116

This journal is ª The Royal Society of Chemistry 2010
physically the GDL/channel interface, at a preferential location

and the corresponding capillary pressure is referred to as the

bubble point. Concurrent to the bubble point, the microstruc-

tural change also reflects in the movement of water in the in-

plane direction which could rather be attributed to the liquid

water build-up at the corresponding saturation level, and differs
Fig. 21 Capillary pressure and effective diffusivity relations with liquid

water saturation under compression for a non-woven GDL structure

using the PM model.116,155

Energy Environ. Sci.
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significantly from the two-phase transport in the uncompressed

GDL shown in Fig. 13.

Most recently, Mukherjee et al.131,147 examined the impact of

GDL durability on the underlying flooding behavior. The

beginning-of-life (fresh) GDL exhibits fully hydrophobic char-

acteristics, which facilities liquid water transport and hence

reduces flooding. Experimental data, however, suggest that the

GDL loses hydrophobicity over prolonged PEFC operation and

becomes prone to enhanced flooding. Borup and co-

workers148,149 have reported the GDL durability issues due to the

loss of hydrophobicity from their extensive experimental inves-

tigation. Fig. 17 shows the invasion pattern of liquid water from

the displacement simulation in the LBM framework with

increasing capillary pressure in the initially air-saturated carbon

paper GDL microstructure characterized by mixed wettability. In

this simulation, 50% of the pore volume is rendered hydrophilic,

which are assumed to be randomly dispersed throughout the

GDL structure, thereby characterizing an aged GDL. The

hydrophobic pores are characterized with a static contact angle

of 140� and the hydrophilic pores with 80�. At the initially very

low capillary pressure, the invading liquid water exhibits both
Fig. 22 (a) Water emergence at bubble point, and (b) capillary pres-

sure – saturation curves from the drainage simulation using the PM

model in the carbon paper GDL microstructure reconstructed from

tomography image.127

Energy Environ. Sci.
droplet formation in the hydrophobic pores and film formation

due to the hydrophilic pores. With increasing capillary pressure,

liquid water films tend to merge and assists in front movement.

The front propagation is dominated by the film formation and

subsequent merging phenomena. The underlying anisotropy in

the GDL microstructure fails to assist in the branching and in-

plane movement as in the case of a purely hydrophobic GDL

(shown in Fig. 13). Toward the bubble point, the aged GDL

displays liquid water slug formation, instead of fingers and

evidently leads to higher saturation level and enhanced flooding.

Koido and co-workers,150 used the S–C LBM to study two-

phase distributions in a reconstructed nonwoven carbon paper

GDL microstructure and evaluated the relative permeability

relation as a function of liquid water saturation. They empha-

sized the importance of low capillary number in their simula-

tions. Fig. 18 shows the evaluated relative permeability relations

in the carbon paper GDL. Park and Li151 also conducted
Fig. 23 Schematic of pore-network model for a carbon paper GDL: (a)

3-D view; (b) 2-D cross-section showing the connectivity of pores in

a plane.165

This journal is ª The Royal Society of Chemistry 2010
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a preliminary study of two-phase behavior in a 2-D slice of

a carbon paper GDL structure and employed the S–C LB model.

Niu et al.,152 on the other hand, developed a multiphase, multi-

relaxation time (MRT) LB model to study two-phase transport

in a reconstructed nonwoven GDL microstructure. The MRT

LB model is based on the diffuse interface theory, and can handle

multiphase flows with large density and viscosity ratios. Details

of the model can be found in ref. 152. In this exploratory study,

Niu and co-workers152 primarily focused on the influence of

different pressure gradients and viscosity ratio combinations on

the two-phase distributions and evaluated the relative perme-

ability - saturation relations under such conditions.

Recently, Tabe et al.153 employed the two-phase LB model, to

study liquid water invasion pattern in an idealized 2-D porous

structure and emphasized the capillary fingering behavior at low

Capillary number in the of a PEFC GDL. Their LB method is

adapted from the two-phase model originally proposed by Ina-

muro et al.154 based on the free energy approach along with an

explicit Poisson type pressure solving scheme.
6. Pore morphology modeling

The pore morphology model (PMM) includes the digital pore

structure and is computationally fast. It has proved to be very

effective in studying quasi-static two-phase drainage in complex

porous structures and predicting the capillary pressure - satura-

tion relation.92
Fig. 24 Steady state liquid water saturation profiles along the GDL

thickness as function of capillary number, Ca, for zero surface

coverage.165

Fig. 25 Liquid water saturation profiles along GDL thickness as

a function of the hydrophilic fraction, f.166
6.1. Methodology

The PM model simulates the drainage process by relying on

morphological decomposition of the 3-D digital image of the

porous structure to determine the pore space accessible to the

invading non-wetting (NWP) phase and uses the pore radius as

the ordering parameter corresponding to a specified pressure.92

The key steps in the simulated quasi-static drainage process with

the PMM include:92

v

The entire pore space is initially filled with the wetting phase

(WP) and the capillary pressure is zero. At one end, the porous

medium is connected to a NWP reservoir while at the opposite

end it is connected to the WP reservoir.v
The pore space is eroded by a spherical structuring element

with radius, r, corresponding to the capillary pressure, pc,

according to the Young-Laplace equation:

pc ¼
2scosq

r
(4)

s is the surface tension between NWP and WP, and q is the

contact angle.v

At a given capillary pressure, only those pores within the

eroded pore space having a continuous connection to the NWP

reservoir are filled with the NWP. The rest of the unconnected

pores are removed from the eroded space.v

The phase saturations related to the capillary pressure are

subsequently determined by dilating the eroded pore space and

evaluating the corresponding occupied volume fractions of the

pore space. Details of the erosion and dilation process related to

mathematical morphology can be found in ref. 92.
This journal is ª The Royal Society of Chemistry 2010
v

The erosion-dilation process is repeated with the next larger

spherical element corresponding to varying capillary pressures.
6.2. Two-phase simulation studies

Schulz and co-workers116 pioneered the PM model for simulating

quasi-static drainage in the reconstructed nonwoven GDL

microstructure. Fig. 19 shows the liquid water distributions in

the reconstructed carbon paper GDL microstructure at various

capillary pressures as predicted by the PM model.116 At bubble

point, the invading liquid water front reaches the air reservoir via

a connected pathway through the GDL structure and the
Energy Environ. Sci.
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corresponding capillary pressure is referred to as the bubble

point pressure (pcb). From the liquid saturation map, it can be

observed that with increasing capillary pressure, several liquid

water fronts start penetrating into the air-saturated medium in

the form of fractal fingering based on the pore size distribution

and the resulting capillary force. Fig. 20 shows the capillary

pressure vs. liquid water saturation curve for the nonwoven GDL

structure, with a contact angle of 120�, evaluated from the

primary drainage simulation as well as the simulation with

arbitrarily mobile fluids using the PM model.116 The arbitrarily

mobile NWP and WP distributions correspond to the physical

scenario of liquid water formation due to condensation of water

vapor at random locations inside the GDL which subsequently

transports owing to the action of capillarity. The GDL micro-

structure characterized by hydrophobic wetting characteristics

exhibits a finite entry pressure for the initiation of the invasion of

the non-wetting phase into the wetting phase saturated domain

in the primary drainage experiment. The capillary pressure vs.

liquid water saturation relation is based on the direct manifes-

tation of the underlying pore morphology and such correlation

could prove to be valuable input for macroscopic two-phase fuel

cell models. It is to be noted that the quasi-static two-phase

distribution in the PM model is based on purely morphological

consideration of overlapping spherical elements and therefore

cannot accurately capture the effect of the interfacial shape on

the invasion process.116 Details of the two-phase simulation using

PMM in the PEFC GDL can be found in ref. 116.

Schulz and co-workers116,155,156 also studied the influence of

compression on the capillary pressure - saturation characteristics

and the oxygen effective diffusivity owing to the pore blockage

by liquid water in the PEFC GDL using the PM model. Fig. 21

displays the capillary pressure and effective diffusivity relations

with liquid water saturation under varying levels of compression.

It is quite evident that increased compression leads to more

tortuous pore structure which in turn requires increasing capil-

lary pressure for the invasion of the non-wetting phase into the

wetting phase saturated GDL in order to achieve the same level

of saturation. The increase in the bubble point pressure with

increased compression level further testifies the extra level of
Fig. 26 Comparison of computed capillary pressure curves with experimenta

Toray 090 and (b) SGL 10BA.161

Energy Environ. Sci.
resistance offered by the compressed GDL owing to the under-

lying microstructural change as opposed to the uncompressed

sample. They also fitted the capillary pressure vs. liquid water

saturation curves to the classical van Genuchten correlation.157

Becker et al.127 further deployed the PM model to study the

two-phase characteristics in a non-woven GDL microstructure

generated using X-Ray tomography. Fig. 22 shows the water

emergence at bubble point and the capillary pressure – saturation

relations from the primary drainage simulation using PM

modeling in the tomography generated carbon paper structure.
7. Pore network modeling

In a typical pore-network modeling framework, a porous

medium is discretized into a network of wide pore spaces, which

are connected by narrower regions called throats.158–160 The

morphology of a real porous medium is incorporated in the

network structure using pore and throat size distributions and

their connectivity. Pores can be typically modeled as nodes on

a regular lattice (e.g. cubic lattice) with idealized pore bodies (i.e.

cubic pores for a cubic lattice) connected by throats represented

as ducts (e.g. square cross-section). The pore network can be

constructed by assigning pore sizes using a rather mathematically

simple truncated Weibull cumulative distribution.161 The Weibull

distribution parameters can be adjusted to achieve the desired

pore size distribution. The throat sizes can be assigned using

simple logical rules. For example, Gostick et al.161 assumed that

each throat is equal to the smallest adjacent pore size. They

indicated that such simple rules for pore and throat size distri-

butions can generate sufficiently open porous structures typical

of PEFC gas diffusion layers characterized by high porosities.

Flow within a throat is assumed to be laminar and is described by

a generalized Poiseuille flow depending on the assumed throat

shape. While the radius of a throat serves to define its hydraulic

conductance, the volume contributed by the throats is assumed

to be small relative to the pore volumes. Only one fluid can reside

in a throat and fluids are assumed to be incompressible. The

resistance offered by a pore to flow is also assumed to be negli-

gible.
l porosimetry data for two commercial carbon paper GDL materials: (a)

This journal is ª The Royal Society of Chemistry 2010
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7.1. Methodology

In the two-phase drainage simulation within the PNM frame-

work,162,163 for the liquid water to invade a throat, the pressure

difference across a meniscus must exceed the throat entry capil-

lary pressure given by Young–Laplace equation, eqn (4). Once

a throat is invaded the connecting pore will be automatically

invaded by liquid water owing to its larger size. Each phase, then,

obeys volume conservation within each pore body. In an invaded

pore or throat wetting phase can be present along the corners in

the form of wetting films.164 For the liquid water/air two-phase
Fig. 27 Numerical and experimental random pore network flow patterns at b

(c) radial gradient, and (d) checkerboard pattern with multiple radial gradien

This journal is ª The Royal Society of Chemistry 2010
flow, the flow rate of liquid water through a throat depends on

the fluid configuration in the pores connected to that throat and

the volumetric flow rate gives the estimate of the liquid water

saturation corresponding to the capillary pressure.

7.2. Two-phase simulation studies

Sinha and Wang165 deployed the PN model to study liquid water

transport in a hydrophobic carbon paper GDL and highlighted

the influence of GDL/channel surface coverage and Capillary

number on the liquid water front movement and profiles in the
reakthrough: (a) isotropic perturbations, (b) diagonal bias perturbations,

t patches.168

Energy Environ. Sci.
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GDL. Fig. 23 shows the equivalent pore network representation

for the nonwoven carbon paper GDL, assumed to consist of

randomly stacked regular fiber screens leading to a three-

dimensional random tetragonal pore network structure with

cubic pores and square throats. Details of the two-phase PNM

can be found in ref. 165. In this study, they indicated the

formation of irregular fractal patterns and elucidated the influ-

ence of liquid water surface coverage on such behavior at the

GDL-channel. Fig. 24 shows the steady-state liquid water
Fig. 28 Effect of GDL thickness on distribution of liquid water

saturation for invaded pore fraction, Pinj, of (a) 100%, (b) 25%, and (c)

6.25%.170

Energy Environ. Sci.
saturation profiles for Capillary numbers (Ca) varying from 10�8

to 10�3. The characteristics of the saturation profile changes from

a fractal form (Ca ¼ 10�8) to a stable flow form (Ca ¼ 10�4 and

10�3) with increase in capillary number.

In another work, Sinha and Wang166 extended the afore-

mentioned PN model to study liquid water transport in a mixed-

wettability nonwoven GDL, characteristic of an aged GDL.

Fig. 25 shows the steady-state liquid water saturation profiles
Fig. 29 Displacement patterns observed during the drainage experiment

in the model porous medium. Water (in white) injected from the bottom

edge displaces air (in dark grey). (b) Simulated displacement patterns

using IP model (invading phase in black).171

This journal is ª The Royal Society of Chemistry 2010
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along the GDL thickness as a function of the hydrophilic pore

fraction in a mixed-wet GDL. The suppression of finger-like

morphology in a mixed-wet GDL renders a change in saturation

profile shape from concave, typical of fractal fingering, to

convex, typical of stable front, with increase in hydrophilic

fraction.

Gostick et al.161 employed a two-phase PNM to study primary

drainage in the hydrophobic carbon paper GDL. They evaluated

the capillary pressure–saturation relations for different

nonwoven GDL structures. Fig. 26 shows the PNM predicted

capillary pressure–saturation curves along with experimentally

measured data using mercury porosimetry from the work of

Gostick et al.161 Koido et al.150 also used a similar two-phase

PNM formalism to predict the capillary pressure–saturation

curves for nonwoven GDLs.

Bazylak and co-workers167 deployed an invasion percolation

type network model to evaluate the capillary pressure and rela-

tive permeability relations as functions of liquid water saturation

for the PEFC GDL. They investigated the influence of network

size and heterogeneity on capillary pressure and relative perme-

ability. Their study suggests that the relative permeability

changes significantly with liquid water saturation exhibiting

a power law trend for higher saturation and is relatively invariant

at lower saturation. The capillary pressure, however, is

predominantly affected by the network heterogeneity.

In another recent work, Bazylak et al.168 employed a pore

network model to explore the design of PEFC gas diffusion layer

to control the water transport therein. They investigated the

influence of randomized pore networks with radial and diagonal

bias on the liquid water saturation levels in the 2-D porous media

representations along with analogous microfluidic experiments.

Fig. 27 numerically and experimentally shows the influence of

different simplified pore network patterns, e.g. isotropic, diag-

onal bias, radial bias and multiple radial gradients, on the

underlying two-phase transport behavior. Their study shows that

a radial bias in the porous network is beneficial with reduced

saturation level.

Nam and co-workers,169,170 in their recent works, used the PN

model to study the two-phase transport in the PEFC GDL.

Following the works by Sinha and Wang,165 they further
Fig. 30 Evaporation patterns (gas phase in grey or white, water in black or d

and hydrophobic networks.171

This journal is ª The Royal Society of Chemistry 2010
reconfirmed the capillary dominated liquid water transport in

hydrophobic GDLs. Their results, shown in Fig. 28, suggest that

the saturation level in GDLs can be lowered by reducing the

invaded pore fraction or by reducing the thickness.

Prat and co-workers171 employed a pore network model with

invasion percolation algorithm in a 2-D idealized network and

explained the findings from the study in the context of two phase

flow and evaporation in the PEFC GDL. They highlighted that

although drying is faster in a hydrophilic medium, the benefit on

lower liquid water saturation in a hydrophobic GDL is over-

riding. Fig. 29 and 30 show the liquid water invasion and evap-

oration patterns, respectively, in the idealized porous medium

from the pore network simulation and experimental visualization

in the transparent micro-model.

In another pore network study, Prat and co-workers172 high-

lighted that due to the lack of length scale separation between the

size of representative elementary volume (REV) and the system

size, the current two-phase continuum models used in the PEFC

literature display poorer prediction. Most recently, Prat and co-

workers173 also employed the invasion percolation type pore

network model to study the quasi-steady invasion pattern using

multiple inlet injections into a model porous media. They

explained the finding in the context of two-phase invasion

pattern in a hydrophobic PEFC GDL and highlighted that there

is a smaller number of breakthrough points as compared to the

number of inlet injection points due to internal front merging and

cluster formations.

Finally, it is important to note that the aforementioned pore-

scale models (LB, PM, PN) have typically considered two-phase

transport in a single porous medium (e.g. CL or GDL). The

interfacial two-phase dynamics between dissimilar components

in the PEFC assembly, namely CL-GDL and GDL-channel

interfaces, is of profound significance, which influences the

overall water balance and cell performance. In this regard, a few

notable attempts in the macroscopic two-phase modeling on

PEFC interfacial interactions are briefly discussed. The first

study on liquid droplet phenomena at the GDL-channel interface

and interfacial liquid coverage was carried out by Meng and

Wang174 using the multiphase mixture (M2) model.175 This

important concept was subsequently visited by numerous
ark grey, rectangles of random size form the solid matrix) in hydrophilic

Energy Environ. Sci.
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experimental and modeling studies.176,177 Gurau and Mann178

recently reviewed this issue, while the earliest study in this area

dates back to Meng and Wang.174 The most widely used inter-

facial condition between the CL and the GDL is the saturation

jump model based on capillary pressure equilibrium, as initially

proposed by Nam and Kaviany16 and Pasaogullari and Wang.179

Incorporation of the saturation jump condition in the PEFC

CFD models, such as the M2 model, has been routinely

demonstrated and widely reported in the literature.180,181
8. Summary and outlook

A key performance limitation in PEFCs is manifested in terms of

mass transport loss originating from suboptimal liquid water

transport and resulting in flooding phenomena. Liquid water can

block porous pathways in either the GDL or the CL, thus

hindering oxygen transport from the flow field to the electro-

chemically actives sites in the catalyst layer. The cathode CL and

GDL are the components primarily responsible for facilitating

gas and liquid transport, therefore play a major role in deter-

mining the water management of a PEFC and hence the mass

transport loss.

Computational modeling has been extensively employed at

different levels of complexities to study fuel cell transport and

performance. However, the macroscopic fuel cell models cannot

address the effects of the underlying complex pore morphology

of the CL and GDL. In this article, we discuss the recent devel-

opments of a comprehensive suite of pore-scale modeling

framework encompassing lattice Boltzmann (LB), pore

morphology (PM) and pore network (PN) models to study

two-phase transport and the underlying structure-wettability-

performance interactions in the PEFC CL and GDL. Micro-

structure generation of the CL and GDL using stochastic

reconstruction and experimental imaging are discussed. The

mesoscopic, two-phase LBM simulates liquid water transport

through the CL and GDL microstructures in order to gain

insight into the influence of structure and wettability on the pore-

scale two-phase dynamics as well as to evaluate the two-phase

constitutive relations in terms of capillary pressure and relative

permeability as functions of liquid water saturation. The pore

morphology model is a fast direct simulation tool and is

reasonably suitable for simulating quasi-static drainage to eval-

uate capillary pressure – saturation response based on morpho-

logical analysis of the digital structure. The effect of GDL

compression on the microstructure and underlying flooding

behavior is discussed via a morphological analysis based reduced

order compression model along with PMM and LBM. The pore

network model incorporates a simplified network representation

of the fibrous GDL to study the underlying two-phase transport

and evaluates the pertinent correlations (e.g. capillary pressure-

saturation curves). The PNM is effective in simulating two-phase

transport under realistic PEFC operating conditions. The

importance of low Capillary number two-phase transport regime

has been specially highlighted by the LBM and PNM simula-

tions. In the dearth of two-phase correlations for the PEFC CL

and GDL, the two-phase transport parameters evaluated from

such pore-scale study could be adapted into two-phase compu-

tational fuel cell dynamics (CFCD) models for more reliable

performance predictions.
Energy Environ. Sci.
Finally, this article emphasizes the capabilty of the different

pore-scale models toward gaining insight into underlying two-

phase dynamics and intricate structure-transport-performance

interplay in the PEFC CL and GDL. The pore-scale modeling

also underscores its suitability to transition the current macro-

scopic fuel cell models beyond empiricism through systematic

estimation of the otherwise empirically constructed transport

parameters. Extensive future research effort is warranted to

develop a ‘‘bottom-up,’’ vertically integrated modeling paradigm

in order to study two-phase dynamics especially at the interfaces

between dissimilar porous components, the abiding performance

limiting mechanisms encompassing multiple length scales and

enable virtual materials design in the PEFC.
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