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a b s t r a c t

A key performance limitation in polymer electrolyte fuel cells (PEFC), manifested in terms of mass trans-
port loss, originates from liquid water transport and resulting flooding phenomena in the constituent
components. Liquid water covers the electrochemically active sites in the catalyst layer (CL) rendering
reduced catalytic activity and blocks the available pore space in the porous CL and fibrous gas diffusion
eywords:
olymer electrolyte fuel cell
wo-phase transport
looding phenomena

layer (GDL) resulting in hindered oxygen transport to the active reaction sites. The cathode CL and the GDL
play a major role in the mass transport loss and hence in the water management of a PEFC. In this work
the development of a mesoscopic modeling formalism coupled with realistic microstructural delineation
is presented to study the influence of the pore structure and surface wettability on liquid water transport
and interfacial dynamics in the PEFC catalyst layer and gas diffusion layer. The two-phase regime transi-

capill
ding
attice Boltzmann model
tochastic microstructure reconstruction

tion phenomenon in the
characteristics on the floo

. Introduction

Fuel cells, owing to their high energy efficiency, environmental
riendliness and low noise, are widely considered as the 21st cen-
ury energy-conversion devices for mobile, stationary and portable
ower. Among the several types of fuel cells, the polymer electrolyte

uel cell (PEFC) has emerged as the most promising power source
or a wide range of applications.

Despite tremendous recent progress in enhancing the overall
ell performance, a pivotal performance limitation in PEFCs is man-
fested in terms of mass transport loss originating from suboptimal
iquid water transport and resulting flooding in the constituent
omponents [1,2]. Liquid water blocks the porous pathways in the
L and GDL thereby causing hindered oxygen transport to the
eaction sites as well as covers the electrochemically active sites
n the CL leading to increased surface overpotential. This phe-
omenon is known as “flooding” and is perceived as the primary

echanism leading to the limiting current behavior in the cell

erformance. The catalyst layer and gas diffusion layer, therefore,
lay a crucial role in the PEFC water management [1,2] aimed at
aintaining a delicate balance between reactant transport from
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ary dominated transport in the CL and the influence of the mixed wetting
dynamics in the GDL are highlighted.

© 2009 Elsevier Ltd. All rights reserved.

the gas channels and water removal from the electrochemically
active sites.

In recent years, there has been an explosion of interest in water
management research, evidenced by the development of several
macroscopic computational models for two-phase behavior and
transport in PEFCs [3–17]. The macroscopic models, reported in
the literature, are based on the theory of volume averaging and
treat the catalyst layer and gas diffusion layer as macrohomoge-
neous porous layers. Due to the macroscopic nature, the current
models fail to resolve the influence of the structural morphology of
the CL and GDL on the underlying two-phase dynamics. Although
substantial research, both modeling and experimental, has been
conducted to study flooding and water transport in PEFCs, there is
serious paucity of fundamental understanding regarding the overall
structure–wettability–transport interactions as well as underlying
two-phase dynamics in the CL and GDL.

This paper presents the development of a mesoscopic mod-
eling framework to foster enhanced understanding regarding
the structure–wettability influence on the underlying two-phase
behavior and flooding dynamics in the CL and GDL of a PEFC.

2. Model description
The mesoscopic modeling approach comprises of two compo-
nents: (1) a stochastic reconstruction method for the generation
of the CL and GDL microstructures, and (2) a two-phase lattice
Boltzmann method for studying liquid water transport and flooding
phenomena in the reconstructed microstructures.

http://www.sciencedirect.com/science/journal/00134686
http://www.elsevier.com/locate/electacta
mailto:partham@lanl.gov
mailto:cxw31@psu.edu
dx.doi.org/10.1016/j.electacta.2009.06.066
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GDL microstructure [28].
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.1. Stochastic microstructure reconstruction model

Detailed description of a porous microstructure is an essential
rerequisite for unveiling the influence of pore morphology on the
nderlying two-phase behavior. This can be achieved either by 3D
olume imaging or by constructing a digital microstructure based
n stochastic reconstruction models. Non-invasive techniques, such
s X-ray micro-tomography, are the popular methods for 3D imag-
ng of pore structure. Additionally, 3D porous structure can be
enerated using stochastic simulation technique, which creates 3D
eplicas of the random microstructure based on specified statis-
ical information obtained from high-resolution 2D micrographs
f a porous sample. The low cost and high speed of data genera-
ion put forth the stochastic generation methods as the preferred
hoice over the experimental imaging techniques. In this work, CL
nd GDL microstructures are generated through the development
f stochastic reconstruction techniques.

.2. Catalyst layer microstructure reconstruction

For the electrochemical reaction to occur, the state-of-the-art
atalyst layer of a PEFC is a three-phase composite comprising of:
1) ionomer, i.e., the ionic phase which is typically Nafion® to pro-
ide a passage for protons to be transported in or out, (2) Pt catalysts
upported on carbon, i.e., the electronic phase for electron conduc-
ion, and (3) pores for the reactant to be transferred in and product
ater out. In the present study, the catalyst layer is delineated as
two-phase (pore/solid) structure consisting of the gas phase (i.e.,

he void space) and a mixed electrolyte/electronic phase (i.e., the
olid matrix). The assumption of the mixed electrolyte/electronic
hase is well justified from the perspective of ion transport in the
lectrolyte phase as the limiting mechanism as compared to the
lectron conduction via the electronic (C/Pt) phase within the CL
nd henceforth is referred to as the “electrolyte” phase [18–21].

The stochastic reconstruction method is based on the idea that
n arbitrarily complex porous structure can be described by a
inary phase function which assumes a value 0 in the pore space
nd 1 in the solid matrix [22]. The intrinsic randomness of the
hase function can be adequately qualified by the low order sta-
istical moments, namely porosity and two-point autocorrelation
unction [22]. Details about the CL microstructure reconstruction
long with the underlying assumptions are elaborated in our recent
ork [18–21], which is based on the stochastic microstructure

eneration method for unconsolidated porous media reported in
efs. [23,24]. In brief, the stochastic reconstruction technique starts
ith a Gaussian distribution which is filtered with the two-point

utocorrelation function and finally thresholded with the porosity,
hich creates the 3D realization of the CL structure. The autocor-

elation function is computed from a 2D TEM image of an actual CL
18]. The porosity can be calculated by converting the mass loading
ata of the constituent components available from the CL fabrica-
ion process [18]. The pore/solid phase is further distinguished as
transport” and “dead” phase. The basic idea is that a pore phase
nit cell surrounded by solid phase-only cells does not take part

n species transport and hence in the electrochemical reaction and
an, therefore, be treated as a “dead” pore and similarly for the
lectrolyte phase [18]. The interface between the “transport” pore
nd the “transport” electrolyte phases is referred to as the electro-
hemically active area (ECA) and the ratio of ECA and the nominal
L cross-sectional area provides the “ECA-ratio”.

Fig. 1 shows the reconstructed microstructure of a typical cata-

yst coated membrane (CCM) CL with nominal porosity of 60% and
hickness of 10 �m along with the input TEM image and the eval-
ated cross-section averaged pore and electrolyte phase volume

raction distributions across the CL thickness. The cross-section
veraged pore/electrolyte volume fraction distribution illustrates
a Acta 54 (2009) 6861–6875

the local tortuosity variation along the electrode thickness. Several
3D structures are generated with varying number of unit cells. How-
ever, the reconstructed microstructure with the electrochemically
active interfacial area ratio complying closely with the experimen-
tally measured value using cyclic voltammerty (CV) is selected for
the subsequent simulations. The reconstructed, 3D microstructure
with 100 elements in the thickness direction and 50 elements each
in the span-wise directions produces an active interfacial area ratio
of around 46, which matches reasonably well with the measured CV
value (∼45) and thereby reproduces the most important structural
parameter responsible for electrochemical activity of the CL. It is
important to note that the ECA-ratio varies significantly depending
on the electrocatalyst synthesis and electrode fabrication methods,
although ideally the ECA-ratio of a beginning-of-life CL should be
as high as possible (e.g. >100) for adequate electrochemical per-
formance [25,26]. Since the reconstructed CL microstructure uses a
TEM image of an actual CL as an input to evaluate the two-point cor-
relation function which in turn dictates the spatial distribution of
the pore/solid phases and hence the electrochemically active inter-
facial area, therefore a TEM image of a high ECA electrode as an input
will lead to a 3D reconstructed CL microstructure with enhanced
ECA-ratio.

2.3. Gas diffusion layer microstructure reconstruction

The multi-faceted functionality of a GDL includes reactant distri-
bution, liquid water transport, electron transport, heat conduction
and mechanical support to the membrane-electrode-assembly.
Carbon-fiber based porous materials, namely non-woven carbon
paper and woven carbon cloth, have received wide acceptance as
materials of choice for the PEFC GDL owing to their high porosity
(∼70% or higher) and good electrical/thermal conductivity. Mathias
et al. [27] provided a comprehensive overview of the GDL structure
and functions. In this work, the reconstruction of non-woven carbon
paper GDL is presented.

The stochastic simulation technique creates 3D realization of the
non-woven carbon paper GDL based on structural inputs, namely
fiber diameter, fiber orientation and porosity which can be obtained
either directly from the fabrication specifications or indirectly from
the SEM micrographs or by experimental techniques. Details about
the carbon paper GDL microstructure reconstruction along with
the underlying assumptions are elaborated in our recent work [28]
which is based on the non-woven structure generation technique
originally proposed by Schladitz et al. [29]. The specific assump-
tions made in the reconstruction method, which can however be
well justified by inspecting the corresponding carbon paper GDL
SEM micrographs, include [28]: (1) the fibers are long compared
to the sample size and their crimp is negligible; (2) the interac-
tion between the fibers can be neglected, i.e., the fibers are allowed
to overlap; and (3) the fiber system, owing to the fabrication pro-
cess, is macroscopically homogeneous and isotropic in the material
plane, defined as the xy plane, which implies that the distribu-
tion properties of the stochastic model are invariant with respect
to translations as well as rotations about the z axis. With these
assumptions, the stochastic reconstruction technique can be ade-
quately described as a Poisson line process with one-parametric
directional distribution where the fibers are realized as circular
cylinders with a given diameter and the directional distribution
provides in-plane/through-plane anisotropy in the reconstructed
Fig. 2 shows the reconstructed microstructure of a typical non-
woven, carbon paper GDL with porosity around 72% and thickness
of 180 �m along with the structural parameters in terms of the
estimated pore size distribution (PSD) and the anisotropy in the
in-plane vs. through-plane permeability values.
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Fig. 1. Reconstructed catalyst layer microstructure along with pore and electrolyte phase volume fractions distribution.

Fig. 2. Reconstructed non-woven carbon paper GDL microstructure along with the evaluated structural properties.
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.4. Lattice Boltzmann model

In recent years, the lattice Boltzmann (LB) method, owing to its
xcellent numerical stability and constitutive versatility, has devel-
ped into a powerful technique for simulating fluid flows and is
articularly successful in fluid flow applications involving interfa-
ial dynamics and complex geometries [30]. The LB method is a
rst-principle based numerical approach. Unlike the conventional
avier–Stokes solvers based on the discretization of the macro-

copic continuum equations, lattice Boltzmann methods consider
ows to be composed of a collection of pseudo-particles resid-

ng on the nodes of an underlying lattice structure which interact
ccording to a velocity distribution function. The lattice Boltzmann
ethod is also an ideal scale-bridging numerical scheme which

ncorporates simplified kinetic models to capture microscopic or
esoscopic flow physics and yet the macroscopic averaged quan-

ities satisfy the desired macroscopic equations, e.g. Navier–Stokes
quation [30]. Due to its underlying kinetic nature, the LB method
as been found to be particularly useful in applications involving

nterfacial dynamics and complex boundaries, e.g. multiphase or
ulticomponent flows, and flow in porous medium. As opposed to

he front-tracking and front-capturing multiphase models in tra-
itional CFD, due to its kinetic nature, the LB model incorporates
hase segregation and surface tension in multiphase flow through

nterparticle force/interactions, which are difficult to implement
n traditional methods. While the LB modeling approach better
epresents the pore morphology in terms of a realistic digital real-
zation of the actual porous medium and incorporates rigorous
hysical description of the flow processes, it is computationally
ery demanding. However, because of the inherently parallel nature
f the LB algorithm, it is also very efficient running on massively
arallel computers [30].

Several LB models have been presented in the literature to study
ultiphase/multicomponent flows. Gunstensen et al. [31] devel-

ped a multicomponent LB model based on a two-component
attice gas model. Shan and Chen [32] proposed a LB model with
nterparticle potential for multiphase and multicomponent fluid
ows. Swift et al. [33] developed a LB multiphase and multicom-
onent model by using the free-energy approach. He et al. [34]
roposed an LB multiphase model using the kinetic equation for
ultiphase flow. Among the afore-mentioned multiphase LB mod-

ls, the interaction-potential based approach is widely used due
o its simplicity in implementing boundary conditions in complex
orous structures and remarkable versatility in terms of handling
uid phases with different densities, viscosities and wettabilities, as
ell as the capability of incorporating different equations of state. In

his work, we have developed the interaction-potential based two-
hase LB model to study the structure–wettability influence on the
nderlying two-phase dynamics in the CL and GDL of a PEFC.

.5. Two-phase LB model description

The interaction-potential model, originally proposed by Shan

f k(eq)
0 = ˇknk − 1

2
nku

eq
k

· ueq
k
,

f k(eq)
i

= 1 − ˇk
12

nk + 1
6
nk(ei · u

f k(eq)
i

= 1 − ˇk
24

nk + 1
12
nk(ei · u
nd Chen [32], and henceforth referred to as the S–C model, intro-
uces k distribution functions for a fluid mixture comprising of k
omponents. Each distribution function represents a fluid compo-
ent and satisfies the evolution equation. The non-local interaction
etween particles at neighboring lattice sites is included in the
Fig. 3. Schematic of D3Q19 lattice structure.

kinetics through a set of potentials. The LB equation for the kth
component can be written as:

f ki (x + eiıt, t + ıt) − f ki (x, t) = − f
k
i

(x, t) − f k(eq)
i

(x, t)

�k
, (1)

where f k
i

(x, t) is the number density distribution function for the
kth component in the ith velocity direction at position x and time
t, and ıt is the time increment. In the term on the right-hand side,
�k is the relaxation time of the kth component in lattice unit, and
f k(eq)
i

(x, t) is the corresponding equilibrium distribution function.
The right-hand-side of Eq. (1) represents the collision term, which
is simplified to the equilibrium distribution function f k(eq)

i
(x, t)

by the so-called BGK (Bhatnagar–Gross–Krook), or the single-time
relaxation approximation [35]. The spatio-temporal discrete form
of the LB evolution equation based on the BGK approximation,
given by Eq. (1), is often referred to as the LBGK equation. For a
three-dimensional 19-speed lattice (D3Q19, where D is the dimen-
sion and Q is the number of velocity directions), the schematic of
which is shown in Fig. 3 with the velocity directions, the equilib-
rium distribution function, f k(eq)

i
(x, t), assumes the following form

[36,37]:

1
4
nk(ei · ueq

k
)
2 − 1

12
nku

eq
k

· ueq
k
, for i = 1, . . . ,6,

1
8
nk(ei · ueq

k
)
2 − 1

24
nku

eq
k

· ueq
k
, for i = 7, . . . ,18.

⎫⎪⎪⎬
⎪⎪⎭ (2)

In the above equations, the discrete velocities, ei, are given by:

ei =
{

(0,0,0), i = 0,
(±1,0,0), (0,±1,0), (0,0,±1), i = 1–6,
(±1,±1,0), (±1,0,±1), (0,±1,±1), i = 7–18.

(3)
The free parameter,ˇk, relates to the speed of sound of a region of
pure kth component, as:

(cks )
2 = 1 − ˇk

2
. (4)
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he number density of the kth component, nk, is defined as:

k =
∑

i
f ki , (5)

he mass density of the kth component is defined as:

k = mknk = mk
∑

i
f ki . (6)

he fluid velocity of the kth fluid is defined through:

kuk = mk
∑

i
eif

k
i , (7)

here mk is the molecular mass of the kth component.
The equilibrium velocity, ueq

k
, is determined by the expression:

ku
eq
k

= �ku′ + �kFk, (8)

here u′ is a common or base velocity on top of which an
xtra component-specific velocity due to interparticle interaction
s added for each component. Interparticle interaction is realized
hrough the total force, Fk, acting on the kth component, including
uid/fluid interaction F1k, fluid/solid interaction, F2k, and external

orce F3k [37] and is expressed as:

k = F1k + F2k + F3k. (9)

he conservation of momentum at each collision in the absence of
nteraction force (i.e., in the case of Fk = 0), requires u′ to satisfy the
ollowing relation:

′ =
∑s

k=1�kuk/�k∑s
k=1�k/�k

. (10)

simple long-range interaction force between particles of the kth
omponent at site x and the k̄th component at site x′ is introduced
nd the total fluid/fluid interaction force on the kth component at
ite x is given by:

1k(x) = − k(x)
∑

x′

s∑
k̄=1

Gkk̄(x,x′) k̄(x
′)(x′ − x), (11)

here Gkk̄(x,x′) is Green’s function and satisfies Gkk̄(x,x′) =
kk̄(x

′,x). It reflects the intensity of interparticle interaction. kk̄(x)
s called the “effective number density” and is defined as a func-
ion of x through its dependency on the local number density,
k =  k(nk). In the D3Q19 lattice model, the interaction poten-

ial couples nearest and next-nearest neighbors and the Green’s
unction is given by:

kk̄(x,x′) =
{
gkk̄, |x − x′| = 1,
gkk̄/2, |x − x′| =

√
2,

0, otherwise,
(12)

here gkk̄ represents the strength of interparticle interactions
etween component k and k̄. The effective number density,  k(nk)

s taken as nk in the present model and other choices will give a
ifferent equation of state (EOS). The interactive force between the
uid and wall is realized by considering the wall as a separate phase
ith constant number density and is given by [38]:

2k(x) = −nk(x)
∑

x′
gkwnw(x′)(x′ − x), (13)
here nw is the number density of the wall, which is a constant at
he wall and zero elsewhere, gkw is the interaction strength between
th component and the wall. The interactive strength, gkw, defines
he wall wettability, and is positive for a non-wetting fluid and neg-
tive for a wetting fluid. It is to be noted that F2k is perpendicular
a Acta 54 (2009) 6861–6875 6865

to the wall and will not affect the no-slip boundary condition. The
action of a constant body force can be incorporated as:

F3k = �kg = mknkg, (14)

where g is the constant body force per unit mass.
The continuity and momentum equations can be obtained for

the fluid mixture as a single fluid using Chapman–Enskog expansion
procedure in the nearly incompressible limit [38]:

∂�

∂t
+ ∇ · (�u) = 0,

�

[
∂u

∂t
+ (u · ∇)u

]
= −∇p+ ∇ · [��(∇u + u∇)] + �g,

⎫⎪⎬
⎪⎭ (15)

where the total density and velocity of the fluid mixture are given,
respectively, by [39]:

� = ∑
k�k,

�u =
∑

k�kuk + 1
2

∑
k
Fk.

}
(16)

The pressure, which is usually a non-ideal gas equation of state, is
given by [38]:

p =
∑

k

(1 − ˇk)mknk
2

+ 3
∑

k,k̄
gkk̄ k k̄. (17)

In the present model, mk = 1 and ˇk = 1/3, which is commonly used
in the literature. Then the equation of state can be written as:

p =
∑

k

nk
3

+ 3
∑

k,k̄
gkk̄ k k̄. (18)

The viscosity is given by:

� =
∑

k˛k�k − 1/2

3
, (19)

where ˛k is the mass density concentration of the kth component
and is defined as [40]:

˛k = �k∑
k�k

. (20)

It should be noted that the introduction of fluid/solid interaction has
no effect on the macroscopic equations since F2k exists only at the
fluid/solid interface. This model has been shown to satisfy Galilean
invariance [39]. Furthermore, in this interparticle potential model,
the separation of a two-phase fluid into its components is automatic
[32].

2.6. Two-phase LB model calibration

The primary physical parameters, such as the fluid/fluid and
fluid/solid interaction parameters, need a priori evaluation through
model calibration using numerical experiments. The fluid/fluid
interaction gives rise to the surface tension force and the fluid/solid
interaction manifests in the wall adhesion force. In this regard,
two numerical experiments are conducted: (1) bubble test in the
absence of solid phase to evaluate the fluid/fluid interaction param-
eter, and (2) static droplet test in the presence of solid wall to
determine the fluid/solid interaction parameter.

2.7. Bubble test

In order to evaluate the fluid/fluid interaction parameter, which
takes care of the fluid/fluid surface tension and hence one of the

most important physical input parameters for the D3Q19 two-phase
S–C model, bubble test is performed in the absence of solid phase
according to the procedure outlined by Hou et al. [40].

The three-dimension bubble test consisted of a spherical non-
wetting phase (NWP) initially located at the center of a 50 × 50 × 50
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Fig. 4. (a) Steady state bubble; (b) NWP density

in lattice units) domain. Initially, a NWP bubble with a certain
adius was completely immersed in the wetting-phase (WP), oth-
rwise occupying the entire domain. Periodic boundary conditions
ere applied in all three coordinate directions. At equilibrium

steady) state, in the absence of any solid phase and body force,
ach fluid has a constant density and pressure across the interface.
he pressure jump across the interface is determined by the radius
f the bubble and the surface tension is given by Laplace’s law as:

P = Pc = P2 − P1 = 2�
R0

. (21)

t should be noted that 1 refers to the wetting phase and 2 refers
o the non-wetting phase respectively and this convention will be
sed in the rest of this paper. Since the LB method is a dynamic
echnique, the static bubble is achieved through time evolution and
he size of the final bubble and final densities are unknown at the
nitial time.

The model input parameters for the bubble test are: initial den-
ities, �1 and �2, of the WP and NWP outside and inside the bubble
espectively, the relaxation times, �1 and �2, and fluid/fluid inter-
ction coefficient, g = g12 = g21. It should be noted that all the units
re in lattice units unless otherwise stated specifically.

The initial fluid densities were specified as �2 = 150 and �1 = 0

nside the bubble, and �2 = 0 and �1 = 150 outside the bubble, based
n the work by Pan et al. [41,42]. The relaxation times, �1 = 1
nd �1 = 1.42 are considered. Steady state was considered achieved
hen the relative difference of the overall fluid velocity, given by

q. (16), at a time step T and at (T − 1000) was of the order of 10−6.

Fig. 5. Bubble test confirming Laplace’s law.
r at the mid-plane, exhibiting phase separation.

If steady state cannot be reached, the simulation time was set to
a maximum of 40,000 time steps in lattice units. The fluid/fluid
interaction coefficient, g, was set to 0.001 and it was sufficient to
produce the desired fluid separation.

Fig. 4 shows the density contour of the non-wetting phase at
the mid-section along with the static bubble formed at steady state
with the initial bubble radius, Rinit = 10. The steady state bubble
radius, R, was evaluated using the procedure described by Hou et al.
[40]. Fig. 4 clearly suggests that the two fluids have separated with
the chosen fluid/fluid interaction parameter. It also depicts that
the S–C LB model essentially follows the diffuse interface approach
evidenced by the finite interface formed between the two phases.
The fluid pressures across the interface were measured using Eq.
(18) after steady state was achieved. To test Laplace’s law, given by
Eq. (21), the bubble test was conducted for several initial bubble
radii. The variation of pressure difference across the interface with
respect to (2/R) is plotted in Fig. 5 and it exhibits good agreement
with Laplace’s law. The slope of the linear fit is the interfacial ten-
sion,�, which was calculated as 22.62 in lattice units for the present
bubble test simulation.

2.8. Static droplet test

In order to evaluate the fluid/solid interaction parameter for the
D3Q19 two-phase S–C LB model, which controls the wall wettability
effect through the resulting contact angle at the solid/fluid/fluid
interface, a static droplet test is performed in the presence of a solid
wall.

The static contact angle is represented by the fluid/solid interac-
tion parameter, gkw, as illustrated in Eq. (13). In the present contact
angle simulation, initially a half liquid droplet of radius 10, in lattice
units, is placed at the geometric center of the bottom solid wall of

the 50 × 50 × 50 (in lattice units) computational domain with peri-
odic boundary conditions (BCs) in the x direction and wall BCs in the
y and z directions. In this simulation no body force is applied and
similar convergence criterion, as in the case of bubble test, is main-
tained. The input parameters remain the same as in the case of the

Fig. 6. Schematic illustration of droplet contact angle determination parameters.
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3.1. Two-phase transport mechanism

For two-phase flow through the porous catalyst layer and the
fibrous gas diffusion layer in a PEFC, due to the complex structure
Fig. 7. Varying wettability with different fluid/solid interacti

ubble test with the additional fluid/solid interaction parameter,
1w = −g2w. A particle distribution function bounce-back scheme
43] is used at the walls to obtain no-slip boundary condition.
he bounce-back scheme implies that when a particle distribution
treams to a wall node, it scatters back to the node it originated
rom.

When a static droplet is formed, the contact angle is evaluated
rom the final steady state values of the droplet radius, R, droplet
eight, a0, and wet length of the droplet, b0, using the following
elation [44] and as illustrated in the schematic in Fig. 6:

an(�2) = b0

2(R− a0)
. (22)

he final radius, R, is evaluated from a0 and b0, using the following
xpression [44]:

= a0

2
+ b2

0
8a0

. (23)

ereafter, for simplicity,�2 is referred to as the contact angle,�.
The values of g1w and g2w are varied to obtain steady droplets

ith different contact angles. Fig. 7 shows two contact angles
btained by adjusting the fluid/solid interaction parameter as well
s the density contours of the droplet fluid at the mid-section. Fig. 8
epicts that the contact angle is a function of g2w, which is in agree-
ent with the predictions reported in earlier works by Yang et

l. [45] and Kang et al. [46]. As shown in Fig. 8, a negative value

f g2w gives rise to a contact angle less than 90◦, indicating that
hase 2 tends to wet the surface leading to hydrophilic wettability.
contact angle greater than 90◦ is formed when g2w is positive;

ndicating that phase 2 is non-wetting and the wettability condi-
ion is termed as hydrophobic [46,47]. For g2w = 0, neither of the
hases exhibits preferential wetting to the surface, which is defined
s neutral wetting situation.
ameters: (a) g2w = −0.02, � = 78.05◦; (b) g2w = 0.05, � = 117.7◦ .

3. Two-phase simulation

Before discussing the details of the numerical experiments
performed in this study, the primary mechanisms governing the
two-phase transport in the PEFC catalyst layer and gas diffusion
layer are discussed, which essentially build the foundations behind
the specific assumptions and justifications pertaining to the subse-
quent two-phase simulations.
Fig. 8. Contact angle, �, as a function of fluid/solid interaction parameter, g2w.
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Fig. 9. Phase diagram along wit

s well as significantly small pore size, e.g. around 0.05–0.1 �m in
he CL and 20–30 �m in the GDL, surface forces become dominant
s compared to the gravity, viscous and inertia forces. In this regard,
he representative values of the salient non-dimensional numbers
overning the underlying transport in the CL are listed below. For
representative CL, the order of magnitude of the following non-
imensional numbers can be estimated as:

eynolds number : Re = �2U2D

	2
∼10−4,

apillary number : Ca = 	2U2

�
∼10−6,

ond number : Bo = g(�2 − �2)D2

�
∼10−10,

eber number : We = �2U2
2D

�
= Re · Ca∼10−10,

2 and	2 are the non-wetting phase velocity and dynamic viscos-
ty respectively; � is the surface tension and g is the gravitational
cceleration. U2 Similarly, the afore-mentioned non-dimensional
arameters exhibit very low values in the GDL within compara-
le order of magnitude variations. It should be noted that for the
ydrophobic CL and GDL representative of a typical polymer elec-
rolyte fuel cell system, water is the non-wetting phase (NWP) and
ir the wetting phase (WP). As mentioned earlier, in this paper, we
dentify the non-wetting phase with subscript 2 and the wetting
hase with 1. From the Bond number, defined as the ratio of grav-

tational force to the surface tension force, it is evident that the
ffect of gravity is negligible with respect to the surface tension
orce, thus indicating strong capillary force dominance. Also within
EFC electrodes, velocity, U2 is significantly small. Now, from the
eynolds number, representing the ratio of inertia force to viscous

orce, it is obvious that the inertial effect is negligible, as compared
o the viscous force. Combining the implications of low Reynolds

nd Bond numbers, it can be inferred that the density ratio, which is
1000 for air-water two-phase flow for the PEFC operation, should
ave significantly small influence on the overall transport in the CL
nd GDL. Now, from the Capillary number, Ca, which represents the
atio of viscous force to the surface tension force, it can be observed
displacement patterns [48,49].

that the effect of viscous force is also negligible as compared to the
surface tension force. Apart from these non-dimensional numbers,
the Weber number (We), defining the ratio of inertial force to the
surface tension force, which is also a product of Re and Ca, empha-
sizes the fact that the effects of inertia and viscous forces are truly
insignificant as compared to the surface tension force represen-
tative of two-phase transport in the PEFC CL and GDL. It should
be noted that the viscosity ratio for the non-wetting and wetting
phases in a fuel cell operating at 80 ◦C is estimated to be, ∼18. Based
on the calculated M =	2/	1 representative viscosity ratio and capil-
lary number values, the typical operating two-phase regime for the
CL and GDL belongs to the capillary fingering zone on the “phase
diagram” proposed by Lenormand et al. [48], and is shown in Fig. 9.
The notion of the “phase diagram”, proposed by Lenormand et al.
[48], is based on their experiment, involving immiscible displace-
ment of a wetting phase by a non-wetting phase, in a flat and
horizontal porous medium where gravity forces were neglected.
This phase diagram further bolsters the validity of our assumption
that for air–water two-phase flow in the CL and GDL of a PEFC, the
viscous forces are truly negligible and the principal force is owing
to the action of capillarity, which would consequently lead to capil-
lary fingering type displacement pattern. Viscous fingering pattern
is observed at low viscosity ratio (M), where the principal force is
the viscous force of the resident fluid and the capillary force and
pressure drop in the displacing fluid can be neglected. In the stable
displacement flow regime, representative of high M and high Ca,
the principal force is due to the viscosity of the displacing fluid
and capillary effects in the resident fluid are negligible. Typical
fluid displacement patterns pertaining to the three flow regimes
are also shown in Fig. 9 along with the phase diagram and are
adapted from the work by Ewing and Berkowitz [49], who extended
the two-dimensional phase diagram by Lenormand et al. [48] to a
three-dimensional phase diagram by adding the effect of gravity
force through Bond number (Bo) in the third direction. However, in
general, the effect of gravity force in the overall fuel cell system, let
alone in the porous catalyst layer and gas diffusion layer, has been

shown to be truly insignificant [50]. Using this analysis, it can be
safely adjudged that for modeling air–water two-phase transport
in the PEFC CL and GDL the effects of high density ratio (∼1000)
and viscosity ratio (∼18) variation can be assumed to be negligible
represented by the significantly low capillary number. Apropos of
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ig. 10. Schematic diagram of the immiscible two-phase displacement simulation
etup.

his justification, in the present two-phase LB model, comparable
ensity and viscosity values of the non-wetting and wetting phases
re assumed.

.2. Two-phase numerical experiments and setup

In this study, two numerical experiments are specifically
esigned for investigating liquid water transport and two-phase
ynamics through the reconstructed CL and GDL microstructures.

t should be noted that the primary objective of the numerical
xperiments is to study, in an ex situ setup, the influence of the
icrostructure and wetting characteristics on the underlying two-

hase behavior and flooding dynamics in the PEFC porous catalyst
ayer and fibrous gas diffusion layer. Additionally, in the subsequent
wo-phase numerical simulations, isothermal condition is assumed
s a first and reasonable approximation, i.e., the thermal effects on
he two-phase behavior are not considered. It is worth mention-
ng that although the thermal effect in the thin CL could be well
eglected, the heat pipe effect in the GDL two-phase transport [6]
ould be important. However, the development of non-isothermal,
wo-phase LB model with phase change effects is left as a future
xercise.

The first numerical setup is devised to simulate a quasi-static
isplacement experiment, detailed elsewhere in the literature in
he context of geologic porous media transport [51,52], for sim-
lating immiscible, two-phase transport through the CL and GDL
tructures. Fig. 10 schematically shows the computational domain
nd setup of the displacement simulation, i.e., primary drainage
xperiment. A NWP reservoir is added to the porous structure
t the front end and a WP reservoir is added at the back end
20,41]. These two end reservoirs added to the CL/GDL domain in
he through-plane (i.e., thickness) direction are composed of void
pace. It should be noted that for the primary drainage (PD) simu-
ation in the hydrophobic CL and GDL, liquid water is the NWP and
ir is the WP.

Fixed pressure boundary conditions, which are equivalent to
xed densities within the LB framework, are imposed at the first

ayer of the NWP reservoir and the last layer of the WP reservoir.
ixed pressure boundary conditions are implemented by assigning
he equilibrium distribution functions, computed with zero velocity
nd specified density at the reservoirs, to the distribution functions
53]. Periodic boundary conditions are applied in the span-wise
irections. A particle distribution function bounce-back scheme
43] is used at the walls to obtain no-slip boundary condition.

The primary drainage process is simulated starting with zero
apillary pressure, by fixing the NWP and WP reservoir pressures
o be equal. Then the capillary pressure is increased incremen-

ally by decreasing the WP reservoir pressure while maintaining
he NWP reservoir pressure at the fixed initial value. The pres-
ure gradient drives liquid water into the initially air-saturated CL
nd GDL by displacing it. A lattice site is assumed occupied by the
WP if the NWP density at that node is larger than half of the
a Acta 54 (2009) 6861–6875 6869

fixed NWP density; otherwise the node is assumed to be occu-
pied by the WP. For each capillary pressure, the steady state is
assumed achieved when, either the relative difference of the over-
all fluid velocity given by Eq. (16) over 1000 time steps is of the
order of 10−6 or the NWP saturation shows negligible variation
after 1000 time steps, whichever occurs first. It is worth mention-
ing that the current primary drainage simulation corresponds to an
ex situ experimental procedure where the CL or the GDL structure
is not a part of an operational fuel cell. The primary objective of
the quasi-static displacement simulation is to study liquid water
behavior through the porous CL and fibrous GDL structures and the
concurrent response to capillarity as a direct manifestation of the
underlying pore-morphology.

In order to achieve enhanced fundamental insight into the
underlying two-phase transport and interfacial dynamics, another
numerical experiment is designed based on the steady-state flow
experiment, typically devised in the petroleum/reservoir engineer-
ing applications and detailed elsewhere in the literature [51,52].
Briefly, in the steady-state flow experiment the two immiscible flu-
ids are allowed to flow simultaneously until equilibrium is attained
and the corresponding saturations, fluid flow rates and pressure
gradients can be directly measured and correlated using Darcy’s
law. The term “steady-state”, however needs to be duly qualified
in the sense that the process is intrinsically a dynamical equilib-
rium of two moving fluids, although macroscopically stable [54].
In the steady-state flow simulation, initially both the NWP and WP
are randomly distributed throughout the CL and GDL porous struc-
tures such that the desired NWP saturation is achieved [20]. The
initial random distribution of the liquid water phase (i.e., NWP)
in the otherwise air (i.e., WP) occupied CL closely represents the
physically perceived scenario of liquid water generation due to
the electrochemical reaction at different catalytically active sites
within the CL structure and subsequent transport by the action of
capillarity. Furthermore, in the case of recent ultra-thin CL struc-
tures and also conventional catalyst layers characterized by very
low hydrophobicity, liquid water generated in the CL fails to over-
come the capillary pressure barrier imposed by the sufficiently
hydrophobic microporous layer (MPL) situated between the CL and
GDL. In this scenario, only water vapor transports into the GDL and
condenses into liquid water at several preferential sites through-
out the GDL which subsequently transports due to the action of
capillarity [20,55]. These two scenarios form the basis for the
present dynamical equilibrium immiscible flow simulation. In this
numerical experiment, the computational domain is assumed to be
bounded by walls in the span-wise directions and periodic in the
through-plane/thickness direction consistent with the numerical
setup described in the context of geologic porous media trans-
port reported by Li et al. [56]. Counter-current flow is simulated by
applying a body force for both the phases along the flow direction
which mimics the redistribution of the phases under the capillary
force corresponding to the typical capillary number (Ca ∼10−6).
Steady state is considered attained when the saturation and flow
rates of both phases exhibit infinitesimal change over 1000 time
steps.

For efficient simulation of two-phase transport through the
porous structures with sufficiently large number of lattice points
along with the computational intensive nature of the particle-
based LB modeling approach, the present two-phase LB model
is parallelized based on full lattice representation (FLR) where
both the fluid and solid nodes are stored and computed on a
regular computational grid [20]. With the FLR approach, the par-

allelization is implemented based on 1D slice decomposition along
the thickness/through-plane direction using the standard Message
Passing Interface (MPI) library. In order to keep the computational
cost within a reasonable limit and without losing much on accu-
racy the simulations presented in this study are performed on a
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ig. 11. Advancing liquid water front with increasing capillary pressure through
imulation.

L structure with 100 × 50 × 50 lattice nodes and a GDL structure
ith 100 × 100 × 100 lattice nodes. A typical simulation using ten

omputer nodes on a typical Linux PC cluster takes approximately
00–120 h to reach steady state for a particular saturation level.

. Results and discussion

Fig. 11 displays the steady state invading liquid water fronts
orresponding to increasing capillary pressures from the primary
rainage simulation in the reconstructed CL microstructure charac-
erized by slightly hydrophobic wetting characteristics with a static
ontact angle of 100◦. At lower capillary pressures, the liquid water
aturation front exhibits finger like pattern, similar to the displace-
ent pattern observed typically in the capillary fingering regime.

he displacing liquid water phase penetrates into the body of the
esident wetting phase (i.e., air) in the shape of fingers owing to
he surface tension driven capillary force. However, at high satu-
ation levels, the invading non-wetting phase tends to exhibit a
omewhat flat advancing front. This observation, as highlighted in
ig. 11(b), indicates that with increasing capillary pressure, even
t very low Capillary number (Ca), several penetrating saturation
ronts tend to merge and form a stable front. The invasion pat-
ern transitions from the capillary fingering regime to the stable

isplacement regime and potentially lies in the transition zone in
etween. Further investigations with varying CL microstructures
nd wetting characteristics are currently underway to understand
he two-phase regime transition dynamics in the PEFC electrode
haracterized by capillarity dominated flow behavior. In an oper-
itially air-saturated reconstructed CL microstructure from the primary drainage

ating fuel cell, the resulting liquid water displacement pattern
pertaining to the underlying pore-morphology and wetting charac-
teristics would play a vital role in the transport of the liquid water
and hence the overall flooding behavior.

Fig. 12 shows the liquid water distribution as well as the invasion
pattern from the primary drainage simulation with increasing cap-
illary pressure in the initially air-saturated reconstructed carbon
paper GDL characterized by hydrophobic wetting characteristics
with a static contact angle of 140◦. It is to be noted that the recon-
structed GDL structure used in the two-phase simulation consists
of 100 × 100 × 100 lattice points as opposed to the high resolution
structure with 512 × 512 × 512 lattice points shown in Fig. 2 in order
to manage the computational overhead to a reasonable level. Phys-
ically, this scenario corresponds to the transport of liquid water
generated from the electrochemical reaction in a hydrophobic CL
into the otherwise air-occupied GDL in an operating fuel cell. At the
initially very low capillary pressure, the invading front overcomes
the barrier pressure only at some preferential locations depending
upon the pore size along with the emergence of droplets owing
to strong hydrophobicity. As the capillary pressure increases, sev-
eral liquid water fronts start to penetrate into the air occupied
domain. Further increase in capillary pressure exhibits growth of
droplets at two invasion fronts, followed by the coalescence of

the drops and collapsing into a single front. This newly formed
front then invades into the less tortuous in-plane direction. Addi-
tionally, emergence of tiny droplets and subsequent growth can
be observed in the constricted pores in the vicinity of the inlet
region primarily due to strong wall adhesion forces from interac-
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ig. 12. Advancing liquid water front with increasing capillary pressure through t
imulation.

ions with highly hydrophobic fibers with the increasing capillary
ressure. One of the several invading fronts finally reaches the air
eservoir, physically the GDL/channel interface, at a preferential
ocation corresponding to the capillary pressure and is also referred
o as the bubble point. Additionally, the 2D liquid water satura-
ion maps at different cross-sections along the GDL through-plane
irection corresponding to a representative liquid water saturation

evel are shown in Fig. 13 which demonstrates the porous path-
ays actually available for oxygen transport from the channel to

he CL reaction sites. It is worth mentioning that the LB simulation
s indeed able to capture the intricate liquid water dynamics includ-
ng droplet interactions, flooding front formation and propagation
hrough the hydrophobic fibrous GDL structure. Furthermore, it
s important to note that the liquid water transport and flooding
ynamics through a woven carbon cloth GDL would lead to very
ifferent scenario owing to liquid water motion along individual
bers as well as between fiber bundles as opposed to that in the

on-woven carbon cloth GDL. Detailed investigations are currently
nderway to understand the influence of different pore morphol-
gy and wetting characteristics of GDL structures on the resulting
ooding dynamics and will be reported in a future communica-
ion. It is important to note that the mesoscopic LB simulations
itially air-saturated reconstructed GDL microstructure from the primary drainage

provide fundamental insight into the pore-scale liquid water trans-
port through different GDL structures and would likely enable novel
GDL design with better water removal and flooding mitigation. Fur-
ther primary drainage simulations using the two-phase LB model
are currently underway to understand the capillary behavior and
predict the capillary–pressure relations as functions of liquid water
saturation for disparate microstructure–wettability characteristics
of the CL and the GDL. Especially, the predicted bubble point pres-
sures and the capillary pressure–saturation relations for different
GDL structures from these simulations will be compared with the
recent experimental measurements [57–60] reported in the liter-
ature and will be communicated in a future publication. It is also
important to note that there is hardly any such experimental mea-
surement yet available in the literature for the thin PEFC electrode
due to the inherent complexity of a viable experimental method of
two-phase displacement in the CL.

Fig. 14 exhibits the 3D liquid water distributions correspond-

ing to several low saturation levels (below 15%) for the CL from the
steady state flow simulation at equilibrium. It can be observed that
below 10% saturation level there is hardly any connected pathway
for the liquid water phase to transport through the CL structure
and hence the relative mobility of the liquid water phase with
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Fig. 13. 2D phase distribution maps on several cross-sections along the GDL through-plane direction from the primary drainage simulation.

Fig. 14. 3D liquid water distributions in the reconstructed CL microstructure from the steady state flow simulation at equilibrium.

Fig. 15. 2D phase distribution maps in the reconstructed CL microstructure from the steady state flow simulation at equilibrium.
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Fig. 16. 3D liquid water distributions in a hydrophobic an

espect to the incumbent air phase is negligible. As the saturation
evel increases, the initially random liquid water phase redistributes
wing to the action of capillarity and finds a connected pathway
or transport through the CL structure. The major significance of
his numerical experiment is that based on the pore structure, wet-
ing characteristics and two-phase dynamics at the phase interface,
he relative permeability, which is the most important two-phase
orrelation, can be evaluated as a function of liquid water satu-
ation [20]. Fig. 15 shows the 2D liquid water saturation maps
orresponding to a representative saturation level of 20% on sev-
ral cross-sections along the thickness of the reconstructed CL. The
mplication of the 2D saturation maps is that the reduction in elec-
rochemically active area (ECA) owing to liquid water coverage in
he CL can be estimated and the detrimental consequence of liq-
id water on the CL electrochemical performance can be quantified
61]. Furthermore, it is imperative to emphasize that this pore-scale
wo-phase model delineates the impact of the underlying structure
nd wetting characteristics of the CL on liquid water distribution
nd dynamics which would subsequently influence the relative
hase mobility and transport.

Fig. 16 shows the equilibrium liquid water distribution after

he randomly dispersed initial liquid water redistributes by the
ction of capillary force for a purely hydrophobic GDL with con-
act angle of around 140◦ and also for a mixed wettability GDL with
ydrophilic and hydrophobic contact angles of 80◦ and 140◦, respec-
ively. In the mixed wettability GDL, a hydrophilic pore fraction of
ixed wettability GDL from the two-phase LB simulations.

50% is considered and the hydrophilic pores are assumed to be ran-
domly distributed in the GDL structure. It can be observed that at
similar saturation level, the liquid water distribution is quite dif-
ferent for the two GDLs, underscoring the influence of the wetting
characteristics and interfacial dynamics on liquid water transport.
In the mixed wettability GDL, due to the hydrophilic pores, liq-
uid water exhibits a somewhat stable front preferentially oriented
along the through-plane direction. On the other hand, in a purely
hydrophobic GDL, liquid water tends to distribute preferentially in
the less tortuous in-plane direction and exhibits a narrow flood-
ing front, which would facilitate effective oxygen transport along
the through-plane direction from the gas channels to the CL active
sites. The far reaching implication of this study is to understand
the liquid water behavior and flooding dynamics in a beginning-of-
life GDL which is predominantly hydrophobic as opposed to that
in an ageing GDL after prolonged fuel cell operation leading to
partially hydrophilic fibers [62,63] and mixed wetting character-
istics thereby causing enhanced flooding and severe performance
degradation. Further investigations are presently underway and the
predictions from such studies will be presented in a future commu-
nication related to GDL durability influence on two-phase flooding

phenomena. Additionally, Fig. 17 exhibits the 2D phase distribu-
tions on several cross-sections for a representative saturation level
around 20%. The liquid water distributions from such study could be
further used to quantify the averaged saturation-dependent effec-
tive transport properties (e.g. effective species diffusivity). Finally,
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Fig. 17. 2D phase distribution maps on several cross-sections for a hyd

t is worth pointing out that the mesoscopic two-phase model not
nly captures the pore occupancy by liquid water due to pore size
istribution but also phase redistribution owing to the underlying

nterfacial dynamics and wetting characteristics.

. Conclusions

The catalyst layer and the gas diffusion layer play a crucial role
n the overall PEFC performance due to the transport limitation in
he presence of liquid water and flooding phenomena. The macro-
copic two-phase fuel cell models cannot address the effects of
he complex pore morphology and wetting characteristics on the
iquid water transport. In this work, the development of a meso-
copic, two-phase lattice Boltzmann model coupled with stochastic
icrostructure reconstruction models is presented in order to

eveal the structure–wettability influence on the underlying liq-
id water transport and flooding dynamics in the PEFC CL and GDL.
he liquid water flooding front in the CL apparently tends to exhibit
transition from capillary fingering to somewhat stable displace-
ent pattern even in a strictly capillary dominated flow regime

nd with benign wetting characteristics. The liquid water trans-
ort in the fibrous GDL characterized by highly hydrophobic fibers
hows intricate interfacial dynamics including droplet interactions,
ooding front formation and propagation. The influence of partially
etting pore structure on the flooding behavior is also elucidated

or a mixed wettability GDL observed in an aged GDL. Finally,
he overriding implications of the mesoscopic modeling formalism
oupled with realistic microstructure reconstruction techniques lie
n quantifying the structure–wettability–performance interlinks in
he CL and GDL and fostering novel water management strategies
or PEFCs.
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Appendix A. Nomenclature

Bo Bond number
Ca Capillary number
fi particle distribution function in the ith direction
G(x,x′) Green’s function related to interparticle interaction
M viscosity ratio
NWP non-wetting phase
Re Reynolds number
We Weber number
WP wetting phase

Greek symbols
� phase density
	 dynamic viscosity of phases
� relaxation time

Subscripts and superscripts
1 wetting phase
2 non-wetting phase
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