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I.  INTRODUCTION 

Fuel cells, due to their high energy efficiency, zero pollution and 
low noise, are widely considered as the 21st century energy-
conversion devices for mobile, stationary and portable power. 
Among the several types of fuel cells, polymer electrolyte fuel cell 
(PEFC) has emerged as the most promising power source for a 
wide range of applications. 

A typical PEFC is schematically shown in Figure 1 and 
divided into seven subregions: the anode gas channel, anode gas 
diffusion layer (GDL), anode catalyst layer (CL), ionomeric 
membrane, cathode CL, cathode GDL, and cathode gas channel. 
The proton-exchange membrane electrolyte is a distinctive feature 
of PEFC. Usually the two thin catalyst layers are coated on both 
sides of the membrane, forming a membrane-electrode assembly 
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Figure 1. Schematic diagram of a polymer electrolyte fuel cell. 

 
 

(MEA). The anode feed, generally, consists of hydrogen, water 
vapor, and nitrogen or hydrogen/water binary gas, whereas 
humidified air is fed into the cathode. Hydrogen and oxygen 
combine electrochemically within the active catalyst layers to 
produce electricity, water and waste heat. The catalyst layer of 
thickness around 10 µm is, therefore, a critical component of a 
PEFC and requires extensive treatment. Gottesfeld and 
Zawodzinski1 provided a good overview of the catalyst layer 
structure and functions. The hydrogen oxidation reaction (HOR) 
occurs at the anode side catalyst layer and protons are generated 
according to the following reaction: 
 
                                       −+ +→ 2e2HH2   (1) 
 
The oxygen reduction reaction (ORR) takes place at the cathode 
catalyst layer and water is produced.  
 
  O2H4e4HO 22 →++ −+   (2)  
 
Thus, the overall cell reaction is: 
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 O2HO2H 222 →+   (3)  
 
HOR has orders of magnitude higher reaction rate than ORR, 
which leaves ORR as a potential source of large voltage loss in 
PEFCs. Due to the acid nature of the polymer membrane and low-
temperature operation, Pt or Pt-alloys are the best-known catalysts 
for PEFCs. For the electrochemical reaction to occur in the cathode 
catalyst layer, the layer must provide access for oxygen molecules, 
protons, and electrons. Therefore, the catalyst layer consists of:  

1. the ionomer, i.e., the ionic phase which is typically Nafion® 
to provide a passage for protons to be transported in or out, 

2. metal (Pt) catalysts supported on carbon i.e., the electronic 
phase for electron conduction, and  

3. pores for the oxygen gas to be transferred in and product 
water out. The salient phenomena occurring in the catalyst 
layer, therefore, include interfacial reaction at the 
electrochemically active sites, proton transport in the 
electrolyte, electron conduction in the electronic phase (i.e., 
Pt/C), and oxygen diffusion through the gas phase, liquid 
water, and electrolyte phase.  

Several modeling approaches have been used for the catalyst 
layers. In most of the macroscopic models reported in the 
literature,2-5 the active catalyst layer was not the main focus but 
rather treated as a macrohomogeneous porous layer. A few detailed 
models were specifically developed for PEFC catalyst layers based 
on the theory of volume averaging and they can be further 
distinguished as homogeneous model, film model and agglomerate 
model. Springer and Gottesfeld,6 Perry et. al.,7 and Eikerling and 
Kornyshev8 presented several analytical and numerical solutions 
for the cathode catalyst layer under various conditions. Recent 
reviews by Wang9 and Weber and Newman10 provided good 
overviews of the various catalyst layer models.  

However, the above-mentioned macroscopic models do not 
address localized phenomena at the pore scale. Pisani et al.11 
constructed a pore-level model over an idealized, one-dimensional 
model geometry of pores and assessed the effects of the catalyst 
layer pore structure on polarization performance. Recently, a direct 
numerical simulation (DNS)12 model has been developed at Penn 
State Electrochemical Engine Center to describe the oxygen, water 
and charge transport at the pore level within 2-D and 3-D 
computer-generated catalyst layer microstructures. 
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The objective of the current chapter is to present a systematic 
development of the direct numerical simulation (DNS) model 
starting with idealized, regular 2-D and 3-D catalyst layer 
microstructures to a purely random 3-D microstructure and finally 
to a statistically more rigorous description of a 3-D correlated 
microstructure. The pore-scale transport of charge and species 
within a microscopically complex CL microstructure and its 
importance in the development of high-performance catalyst layers 
are elucidated. 

II. DIRECT NUMERICAL SIMULATION (DNS) 
APPROACH 

As mentioned earlier, traditionally, porous electrodes in fuel cells 
are modeled using the macrohomogeneous technique, where the 
properties and variables of each phase are volume-averaged over a 
representative elementary volume containing a sufficient number 
of particles. 

In such an approach, microscopic details of the pore structure 
are smeared and the electrode is described using the porosity, 
interfacial area per unit volume, effective conductivity, diffusivity 
etc. through a homogenized porous medium. With these volume-
averaged variables, macroscopic governing equations are derived 
from their microscopic counterparts by assuming the uniformity of 
the microscopic properties within the representative elementary 
volume, which implies existence of phase equilibrium. In these 
volume-averaged equations, empirical correlations are used to 
describe the effective properties as a function of porosity and 
tortuosity, which are characteristic of the porous structure. 
Therefore, in the macrohomogeneous model, both the structure and 
the variables are homogenized microscopically. The effects of the 
microstructural morphology are ignored and also empirical 
transport properties need to be introduced. On the microscopic 
level, however, different modes of oxygen transport are responsible 
for the reactant supply to the reaction surface in the cathode 
catalyst layer. The relative importance of each distinct mechanism 
depends on the specific pore structure and relative volumes of 
small and large pores. It is also possible that oxygen has to dissolve 
in and diffuse through the ionomer (i.e., Nafion®) and/or the 
product liquid water in order to reach the reaction surface. 
Therefore, using the effective overall diffusion coefficient for 
oxygen in the porous layer seems to be a gross simplification. 
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Indeed, a most recent measurement of Stumper et al.13 indicated 
that the effective oxygen diffusivity through the composite media 
of the catalyst layer, microporous layer and gas diffusion layer is 
only one tenth of its theoretical value in air. A detailed 
characterization of the pore structure is thus an important 
prerequisite to describe oxygen transport in a microscopic model. 
To account for these effects of microphase morphology, a direct 
numerical simulation (DNS) approach is developed. 

The concept of DNS first appeared in the modeling of 
turbulence in fluid mechanics, where micro-level vortices were 
traced by solving the Navier-Stokes equations directly, instead of 
using Reynolds averaging.14 Another application of DNS is in the 
study of combustion in porous materials, where the flame thickness 
is of the same order as the pore size.15 

The motivation of the DNS modeling is to solve the various 
point-wise accurate conservation equations on a real microstructure 
of a porous electrode, instead of the volume-averaged equations 
based on the homogenized structure. Thus, the geometry of each 
phase in the porous electrode has to be identified in order to 
implement the microscopic transport equations for each phase.  

1. Advantages and Objectives of the DNS Approach 

The advantage of the DNS approach is that the governing 
equations used are point-wise accurate instead of phase-
homogenized equations as in the macrohomogeneous model. 
Therefore, the DNS model can include the important effects of 
microstructural morphologies, thus yielding more accurate 
predictions. In the application to fuel cells, this method can be used 
to analyze and identify the various losses from the cathode catalyst 
layer, using computer-generated porous microstructures. Humidity 
effect of the inlet oxidant can be studied by additionally solving the 
water transport problem through the catalyst layer. In addition, 
optimal compositions and structures of various phases in the 
catalyst layer to achieve minimum voltage loss can be explored 
using the DNS approach.  

Another unique application of the DNS approach is to examine 
and evaluate the empirical correlations needed in the 
macrohomogeneous model by building a pore-level database. With 
the detailed distributions of species concentrations and electrical 
potentials averaged macroscopically, the effective diffusivity and 
conductivity can be calculated via Fick’s law and Ohm’s law, 
respectively. Furthermore, since the macrohomogeneous model is 
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based on the assumptions of homogeneous structures and local 
equilibrium, the DNS method is the only approach to simulate the 
thin  and  highly  heterogeneous  electrodes  (the  catalyst  layer  of  
10 µm in thickness is an example), high-rate or fast-transient 
operations, where the use of a volume-averaging method in a 
macrohomogeneous model would lose its physical basis.  

In addition, the DNS method could distinguish the 
performance of electrodes when their microstructures vary from 
each other, and this eventually will help to engineer various micro-
morphologies of porous materials for different applications at the 
phase interfacial scale. However, the DNS model is 
computationally much more intensive since it resolves the 
microstructure of a porous electrode. Especially when the real 3D 
geometries are to be included, it would cost computational time 
because extremely fine grids would be required to capture each 
phase intercrossing in a complex manner. Nonetheless, parallel 
computation on an inexpensive Linux cluster should significantly 
increase the computing power for DNS calculations.  

2.  DNS Model - Idealized 2-D Microstructure 

There are essentially two steps in the DNS model. The first step is 
the catalyst layer microstructure reconstruction. The second step is 
solving transport equations for protons, electrons and chemical 
species directly on the reconstructed electrode microstructure. For 
the illustration of these two steps, a two-dimensional regular 
microstructure is employed first. 

An ideal cathode catalyst layer structure would have the 
following properties: all Pt catalysts should be dispersed on the 
surfaces between the electronic phase (i.e., carbon) and the 
electrolyte, typically Nafion®, forming a catalyzed interface for the 
ORR. This catalyzed interface must be further accessible by 
oxygen. According to these basic requirements for the catalyst 
layer, a 2-D cathode catalyst layer is first generated, as shown in 
Figure 2. In the schematic diagram, x direction is along the catalyst 
layer thickness, and y direction represents a periodic repeating unit 
of a realistic catalyst layer. The physical system includes three 
phases, an electronic phase, an electrolyte phase and a gas phase. 
At the interface between the electronic and gas phase, there is a 
thin electrolyte film, and Pt catalyst is also assumed to exist on the 
electronic surface so that ORR takes place on this 
electrochemically catalyzed interface. In the layer, there are ten 
particles of 2 µm in  size arranged along the x direction with a total  
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Figure 2. Schematic diagram of the 2-D computational domain. 

 
 
thickness of 20 µm. The protons migrate through the electrolyte 
after crossing the membrane located at the left boundary (i.e., x = 0) 
of the domain as explained in Figure 2 and reach the catalyzed 
interface. At the same time, O2 diffuses to the catalyst layer from 
the cathode backing layer at the right boundary (i.e., x = xL) of the 
domain, and then dissolves in the electrolyte film, where the ORR 
occurs. 

As a first step toward DNS modeling, the following 
simplifications and assumptions are made: 

1. O2 diffusion resistance through the polymer electrolyte is 
ignored due to the small thickness of the film (~5 nm). 
Thermodynamic equilibrium between the gas phase oxygen 
concentration and that dissolved in the electrolyte phase is 
assumed to exist at the reaction interface.  

2. The product water mass conservation is not considered, 
assuming that product water is in the gas phase due to heat 
generation in the CL and diffuses out of CL sufficiently fast. 
This assumption may bring considerable error at large 
current densities, which will be justified later.  

3. The proton conductivity in the polymer electrolyte is treated 
as constant, though it actually depends on the water content 
in the ionomer. This assumption will be relaxed in Section 
IV. 

4. The cell operation temperature is assumed to be constant 
and steady state is assumed. 

A single set of differential equations valid for all the phases is 
developed, which obviates the specification of internal boundary 
conditions at the phase interfaces. The mass balance of O2, charge 
conservation and the electrochemical reaction are formulated based 
on the above assumptions. Due to slow kinetics of the ORR, the 
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electrochemical reaction is assumed to be governed by Tafel 
kinetics as follows: 
 

  ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
−= η

α
RT

F
c

c
ij c

refO

O exp
,2

2
0   (4) 

 
where, 0i  is the exchange current density, cO2 and cO2,ref refer to 
local oxygen concentration and reference oxygen concentration 
respectively, αc is the cathode transfer coefficient for ORR, F is the 
Faraday’s constant, R is the universal gas constant, and T is the cell 
operating temperature. The overpotential, η, is defined as: 

  
  oUes −−= φφη   (5) 
 
where, φs and φe are the electronic and electrolyte phase potentials 
at the reaction site respectively. Uo is the thermodynamic 
equilibrium potential of the cathode under the cell operation 
temperature. 

The charge conservation for electron and proton and O2 
conservation can be described by the following equations, 
respectively: 

  
  ( ) ∫Γ =−+∇⋅∇ 0)( erfaceint dsxxjas δφσ   (6) 

 
 ( ) ∫Γ =−+∇⋅∇ 0)( erfaceint dsxxjae δφκ   (7) 

  

  ( ) ∫Γ =−+∇⋅∇ 0)(
4 erfaceint2 dsxx

F
jacD O δ   (8) 

 
where, a represents the specific interfacial area and is defined as 
the interfacial surface area where the reaction occurs per unit 
volume of the catalyst layer, s  is the interface, Γ  represents the 
interfacial surface over which the surface integral is taken, 

)( interfacexx −δ  is a delta function which is zero everywhere but 
unity at the interface where the reaction occurs. The transfer 
current, j, is positive for the electronic phase and negative for the 
electrolyte since the current is transferred from the electronic phase 
into the electrolyte. σ and κ represent electronic conductivity and 
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electrolyte conductivity respectively and D refers to the oxygen 
diffusivity in the gas phase. 

At the left boundary, a constant current density, id, is applied 
through the electrolyte phase, while it flows out from the electronic 
phase on the right boundary. A constant value of oxygen 
concentration,

2Oc , equal to the gas channel inlet value, 0,2Oc , is 

assumed at the right boundary. The boundary conditions can then 
be expressed as: 

 
 0,22 OO cc =                   in the gas phase at x=xL,  (9) 

 

 d
e i

x
=

∂
∂

−
φ

κ               in the electrolyte phase at x = 0,       (10) 

 

 d
s i

x
=

∂
∂

−
φ

σ            in the electronic phase at x = xL, (11) 

 
and, 

  02 =
∂

∂

n

cO  , 0=
∂
∂

n
φ

   everywhere for other boundaries  (12) 

 
The governing equations are discretized by the control-

volume-based finite difference method by Patankar,16 and the 
resulting sets of algebraic equations are iteratively solved. The 
rectangular physical domain is divided into uniform grids. The 
numerical grids used in the following simulations are 160 in the x 
direction and 24 in the y direction. All the parameters, including 
the properties of each phase, are given in Table 1. The equations 
are solved simultaneously, and convergence is considered to be 
reached when the relative error in each field between two 
consecutive iterations is less than 10-5.  

3.  Three-Dimensional Regular Microstructure 

The idealized two-dimensional CL microstructure is bound to show 
some departure from reality. For instance, the reaction area 
obviously seems to be much less than that in a real 3-D catalyst 
layer, in which case the reaction area is roughly 100-times larger 
than the nominal electrode cross-sectional area. However, the main 
purpose of the  2-D  DNS  model is to demonstrate the concept and  
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Table 1 
Property Data for the DNS Calculations with the Regular 2-D 

and 3-D Microstructure 
Parameter Solid phase Electrolyte Gas phase 
Conductivity, σ (S/cm)   50 0.05 0 
O2 diffusion coefficient, 

g
OD 0,2

 (cm2/s) 
    0 0 0.01 

Pressure at the gas channel 
inlet, p (kPa) 

 
150

Reference concentration, 
(mol/cm3) 

 
 51.1×10-6

Temperature, T (°C)  80
Catalyst layer thickness, 

(µm) 
 
 20

Simulation height of layer, 
(µm) 

 
   3

Volume fraction of electronic 
phase, εs 

 
   0.5

Volume fraction of 
electrolyte, εe 

 
   0.25

Volume fraction of gas 
phase, εg 

 
   0.25

Exchange current density,  
i0 (A/cm2) 

 
   1.0×10-8 

Cathodic transfer coefficient, 
αc 

 
   1.0

Open-circuit potential, U0 (V)    1.1

 
 

Mixed electrolyte/electronic phase

Gas phase

Interface with membrane

Interface with GDL

X

Y

Z

 
 

Figure 3. Schematic diagram of the 3-D regular microstructure. 
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utility of the DNS approach in assessing the effects of the micro-
morphology on diffusion and reaction. This model also allows for a 
fundamental understanding of the physics occurring in the catalyst 
layer.  

As an attempt toward describing a more realistic CL 
microstructure, the DNS model is now extended to a three 
dimensional  CL  microstructure,  as  shown in Figure 3.   Here, the  
catalyst layer is simplified to contain two phases, the gas phase and 
a mixed electrolyte/electronic phase. On the left boundary, the 
protons migrate into the catalyst layer from the membrane. Oxygen 
and electrons reach the CL through the gas voids and electronic 
phase, respectively, at the right boundary, attached to the GDL. A 
typical CL is about 10–20 µm in thickness and the pore size is 
about one to two order of magnitude smaller. In the y-z directions, 
the computational domain is assumed to have symmetry boundary 
conditions such that many repeating units constitute the entire 
catalyst layer.  

A few assumptions are additionally made to the regular three-
dimensional catalyst layer structure for simplicity.  

• The electronic phase potential is assumed to be uniform 
because the electrode is very thin and its electronic 
conductivity is sufficiently high. Under this assumption, the 
mixed phase is treated as an electrolyte phase by applying 
an effective ionic conductivity. This correction accounts for 
the volume fraction of the electrolyte phase with respect to 
the mixed phase volume fraction and thus assumes a 
Bruggeman type correlation as: 

 

 5.1
0

5.1
0 )

1
()(

g

e

se

e

ε
ε

κ
εε

ε
κκ

−
⋅=

+
⋅=   (13) 

 
where, κ0 is the intrinsic conductivity of the electrolyte, εe, 
εs and εg are the electrolyte, electronic and gas pore volume 
fractions, respectively. For simplicity, the mixed 
electrolyte/electronic phase will be referred to simply as the 
electrolyte phase in the rest of the chapter. 

• The interface between the gas phase and the mixed phase is 
assumed to be completely catalyzed and activated by 
platinum nanoparticles. Therefore, the entire interface is 
active for the ORR. 

• The system is also assumed to be isothermal and steady state 
is considered.  
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Under the aforementioned assumptions, the governing 
equations for charge and oxygen conservation can be written, 
respectively, as: 

 
 0)()( interface =−+∇⋅∇ ∫Γ dsxxjae δφκ  (14) 

 

 0)(
4

)( interface22
=−+∇⋅∇ ∫Γ dsxx

F
jacD O

g
O δ  (15) 

 
The second term in both the equations represents a source/sink 
term only at the catalyzed phase interface where the 
electrochemical reaction takes place.  

In order to facilitate numerical solution of Eqs. (14) and (15) 
without having to resolve the microscopically complex phase 
interface, the governing equations are extended to the entire 
computational domain by incorporating a phase function f. The 
phase function is defined as unity in the electrolyte phase and zero 
in the gas phase, respectively. The proton conductivity and oxygen 
diffusivity can be generally expressed, at each cell center, in terms 
of the discrete phase function as: 

 
 ),,(),,( kjifkjiΚ ⋅= κ  (16) 
 
 )],,(1[),,(

2
kjifDkjiD g

O −=   (17) 

 
The transfer current between the two neighboring cells at the 

phase interface, shown in Figure 4, is given by the Tafel equation 
as follows:   

 

 )],,(exp[
),,1(

2

2

,
0 kji

RT
F

c

kjic
ij e

c
O

refg

O φ
α+

=  (A/cm2)  (18) 

 
φe(i,j,k) is used to represent the overpotential in the kinetic 
expression since both the open-circuit potential and the electronic 
phase potential are constant. It is worth noting that the prefactor, i0, 
is the modified exchange current density after replacing 
overpotential, η, in Eq. (4) with the expression given by Eq. (5). 
The control volume, with cell center (i,j,k), forms six interfaces 
with the neighbors where the electrochemical reaction might occur. 
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(i,j,k) (i + 1, j, k)

f = 1 f = 0

 j

 
 

Figure 4. Transfer current between the two adjacent 
cells. 

 
 
The sum of the flux from all the reactions can be expressed as the 
volumetric source term. The corresponding source terms, Sφ 
and

2OS , in the governing equations, Eqs. (14) and (15),  
respectively, can be expressed in a discretized fashion at the cell 
center (i, j, k) as: 
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Figure 5. Computational domain for the 3-D DNS model. 
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From Eq. (19), it is evident that only the electrolyte phase, with 
neighboring gas phase cells, has a non-zero source term for charge 
transport. Likewise, Eq. (19) defines non-zero source term due to 
oxygen consumption only for that gas phase cell having 
neighboring electrolyte cells. 

The computational domain, as schematically shown in Figure 
5, is taken as one quarter of the whole domain, shown in Figure 3, 
due to symmetry considerations in the y and z directions. The 
domain size is 20 µm × 3 µm × 3 µm. At the left boundary, 
through which the protons migrate from the membrane, one layer 
of electrolyte-only cells is added to the computational domain. The 
operating current is uniformly applied on this additional layer, 
making the boundary condition straightforward to be implemented. 
For the same purpose, one layer of pore-only cells is applied at the 
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right boundary, which supplies oxygen at a constant concentration. 
The boundary conditions can be summarized as: 

• on the symmetry planes: 
 

    0=y , Lyy = , 0=z , Lzz = ,       02 =
∂

∂

n
cO  ,  0=

∂
∂

n
eφ  (21) 

 
• at the left boundary (i.e., CL-membrane interface): 
 

    0=x ,          02 =
∂

∂

n
cO  , d

e i
n

=
∂
∂

−
φ

κ   (22) 

 
• at the right boundary (i.e., CL-GDL interface): 
 

 Lxx = ,          0,22 OO cc =  , 0=
∂
∂

n
eφ  (23) 

 
The transport properties and the electrochemical kinetic parameters 
used in this three-dimensional study are mainly taken from Table 1 
in order to compare the results with those from the two-
dimensional predictions.  

A baseline simulation, with nominal porosity of 0.25 and with 
uniform mesh size of 42x12x12 in the x, y and z directions, 
respectively, was performed.  

4.  Results and Discussion 

(i)  2-D Model: Kinetics- vs. Transport-Limited Regimes 

In this section, the capabilities of the present model are 
illustrated by comparing the simulation results with some 
experimental data. Further, the simulation results are analyzed to 
understand the various voltage losses from the cathode catalyst 
layer during its operation. Two sets of simulations are carried out 
using pure oxygen and air as oxidants at various current densities. 
Oxygen and air are both fed at a pressure of 150 kPa when the cell 
is operated at 80 °C. In each set of simulations, a special case, in 
which the diffusion coefficient of O2 in the gas phase is set to be 
infinitely large, is simulated to mimic the limiting case without O2 
depletion effect. Then the two groups of results are compared with 
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corresponding experimental measurements from the literature, 
under similar conditions. 
 Polarization curves for various simulations are summarized in 
Figure 6, including an analytical solution for the limiting case with 
both infinitely large proton conductivity in the electrolyte and O2 
diffusivity in the gas phase. In general, when the conductivities of 
both electronic phase and electrolyte phase become infinitely large, 
the overpotential will be uniform across the electrode with a 
constant open-circuit potential. Then if the mass diffusivity of the 
reactant is set to infinitely large to have a uniform concentration 
distribution, the electrochemical reaction rate will be uniform 
throughout the electrode. In this case with Tafel kinetics, the 
current balance for the catalyst layer can be written as follows: 

                   

 crossdreaction
c

refO

O AiA
RT

F
c

c
i .).exp(

,
0

2

2 =− η
α

  (24) 

 
where Areaction stands for the total reaction area, and Across represents 
the cross-sectional area on which the discharge current density id is 
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Figure 6. Numerical predictions of the voltage losses in the cathode catalyst layer. 

 D02 = D0

    κ = κ0 

 D02 = ∞ 

    κ = κ0 

D02 = ∞ 
κ = ∞



DNS of PEFC Catalyst Layers 
 

 

301 

applied. It should be noted that the concentration, 
2Oc and 

overpotential, η, are constant in Eq. (24). A new parameter is 
defined to denote the area ratio, which is given by: 

  

 
cross

reaction
A

AA =0  (25) 

 
The only voltage loss in this case is the kinetics loss, which can be 
derived as: 

  

 )]log([log303.2
,

00
2

2

refO

O
d

c c
c

iAi
F

RT
−=

α
η  (26) 

 
In Eq. (26), the coefficient at the right hand side,2.303RT/αcF, 

is the Tafel slope, denoted as b and having the unit of mV/dec. In 
our simulation, b has the value of 70 mV/dec with αc of 1.0 and an 
operating temperature of 80 °C. Eq. (26) states that in the absence 
of ohmic and transport losses, the cathode voltage drop will 
increase by 70 mV once the current density id increases by a factor 
of 10 or the concentration, 

2Oc , the area ratio A0 decrease by a 
factor of 10. In Figure 6, the two straight lines show the pure 
kinetics losses for O2 and air as oxidant, respectively. Since the 
mole fraction of O2 in air is 0.21, there will be about 47 mV more 
losses when air is used instead of pure O2 from the following 
calculation: 

 

 mVE airO 47
%21
%100log70

2
=⎟

⎠
⎞

⎜
⎝
⎛⋅=∆ ⇒  (27) 

 
Figure 6 also indicates that there are additional voltage losses 

when real electrolyte conductivity and O2 diffusivity are employed. 
These additional losses have been identified as ohmic losses and 
O2 transport losses in the plot. To reveal these losses, the 
distributions of O2 concentration and overpotential are plotted for 
three different cases in Figure 7. The corresponding operating 
current density is 3.16 A/cm2 with air as the oxidant. When 
realistic electrolyte conductivity is used, the overpotential becomes 
non-uniform as shown by the dash line. The overpotential at the 
interface with the membrane, η0, which represents the total voltage 
loss at the catalyst layer,  increases significantly from  the dash  dot  
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Figure 7. Distributions of the overpotential and oxygen concentration across the 
thickness of the catalyst layer at current density of 3.16 A/cm2. 
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Figure 8. Experimental observations of the voltage losses (Gasteiger et al.17). 
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line to the dash line, when κ changes from infinity to 0.05 S/cm. 
When realistic diffusivity is incorporated, as shown by the solid 
line, η0 becomes even larger due to the O2 diffusion resistance. The 
value of η0 could increase further if O2 is depleted at the CL-GDL 
interface, which would occur at a higher current density. 
Correspondingly, these two additional voltage losses are marked as 
ohmic losses and O2 transport losses in Figure 6. 

Experimental data by Gasteiger et al.17 is plotted in Figure 8 in 
a similar fashion as in Figure 6. The y-axis denotes the cathode IR-
free potential by eliminating all ohmic resistances. Different Pt 
loadings are applied for both O2 and air as oxidants.  It is observed 
that the curves simply shift down when the lower Pt-loading of 
0.10 mg Pt/cm2 is applied at the cathode. This is because the total 
reaction area has decreased, subsequently increasing the kinetics 
losses, as explained by Eq. (26). 

Now, comparing the numerical results in Figure 6 with the 
experimental observations, in Figure 8, reveal that the kinetic 
losses look different quantitatively. At the current density of 0.1 
A/cm2, the ORR kinetics losses in the experiments are about 370 
mV with an equilibrium potential of 1.18V corresponding to the air 
oxidant and 0.40 mg Pt/cm2 catalyst loading in cathode. However, 
the same losses in the numerical simulation are as large as 470mV. 
This difference is mainly due to the small reaction surface area in 
the idealized structure used in the simulations. It can be estimated 
that the total surface area ratio of Pt catalyst at the cathode is about 
140 cm2 Pt/cm2 (electrode cross-sectional area) in experiments 
when 0.40/0.40 mg Pt/cm2 Pt loadings are used with typical 
dispersion surface area of Pt particles at 35 m2/g Pt. On the other 
hand, this value in the model is only 10. Consequently, this 
difference by an order of magnitude in the surface area results in 
more voltage losses by as much as 80mV in simulations than that 
in experiments. Furthermore, the Tafel slope obtained from the 
experiments is measured to be 66mV/dec, while being 70 mV/dec 
in simulations. This leads to another 30 mV more kinetics losses in 
the simulation results than the experimental data. 

Secondly, the O2 transport characteristics appear different 
between experiments and simulations, though they are in 
qualitative agreement. In Figure 8, the transport-limited regime is 
identified when the current density is larger than 0.1 A/cm2, which 
means the transport losses begin to appear in that region for air 
oxidant. In simulations, when air is used as oxidant, the transport 
of O2 does not result in additional voltage drop until the current 
density is increased to 1 A/cm2, where the two dash lines begin to 
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deviate from each other. For pure oxygen as the oxidant, the 
diffusion becomes limiting at 5 A/cm2, although the experiments 
have not been carried out at such a high rate. There are three 
factors that could explain why the O2 transport losses appear later 
in the simulations than in the experiments. The most important 
reason is perhaps due to very high diffusion through the idealized 
geometry of pore spaces, as mentioned earlier. Furthermore, in the 
present model, the blocking effect of product water has not been 
considered, which could also help O2 diffusion to some extent. 
Another possible explanation is that at the interface between the 
simulated catalyst layer and the gas diffusion layer (GDL), the O2 
concentration value is assumed to be the same as that at the inlet of 
the flow channel. Neglecting the diffusion resistance through the 
GDL could make the concentration, 

2Oc , on the right boundary 
significantly larger than the realistic value. 

(ii)  Comparison of the Polarization Curves between 2-D and 3-D 
Simulations 

The polarization curve from the three-dimensional DNS 
calculation is compared in Figure 9 together with that from the 
two-dimensional results. These two simulations are carried out 
under exactly the same conditions, except for the different 
geometries. It should be noted that the term “polarization curve” 
refers to the voltage loss vs. current density curve throughout this 
chapter instead of the standard I-V curve, otherwise used widely in 
the fuel cell literature. As expected, the effects brought by the 
three-dimensional geometry can be identified in two different 
regimes. In the kinetic control regime, voltage loss from the three- 
dimensional model is about 20 mV less than that for the two 
dimensional model. Apparently this is due to the increased phase 
interfacial area, which is one of the purposes to introduce the three-
dimensional model. From the calculation, the total interfacial area 
for the 3-D geometry is around 20 times the electrode cross-
sectional area, doubling the total area from the 2-D geometry. 
Therefore, it results in 20 mV less kinetics losses based on the 70 
mV/dec Tafel slope as calculated in Eq. (26). Another influence of 
the 3-D geometry is reflected on the transport of oxygen. Due to 
more tortuous path of the 3-D structure, oxygen transport through 
the gas phase is restricted in the 3-D geometry. As a result, oxygen 
depletion occurs earlier and the mass transport limiting current 
density decreases. 
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Figure 9. Comparison of the polarization curves from the 2-D and 3-D 
DNS calculations. 
 
 
From the above discussions, it is evident that the DNS 

approach has been successfully deployed to delineate the various 
physical processes accounting for the different voltage losses in the 
cathode catalyst layer. The comparison with experimental results 
further points to several areas of improvements, which include a 
better representation of the morphology of the porous 
microstructure and the consideration of water distribution. These 
issues are addressed in the subsequent sections. 

III. THREE-DIMENSIONAL RANDOM 
MICROSTRUCTURE 

In Section II, a regular microstructure was constructed to represent 
the simplified three-dimensional cathode catalyst layer for 
application of the DNS model. The regular 3-D structure, while 
offering an improvement over the two-dimensional geometrical 
simplicity, is still plagued with morphological and associated 
physical limitations. Besides the simplicity of the structure, 
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statistical information still deviates from a realistic porous catalyst 
layer. For example, the phase interfacial area in the simplified 
structure needs further enhancement and the constituent phases are 
not as tortuous as that in a practical porous medium, as well. In this 
section, a purely random porous microstructure is constructed and 
the 3-D DNS model is extended accordingly. 

The general objective of constructing a random microstructure 
is to mimic more closely the geometry of a real porous medium so 
as to preserve its statistical feature. This method is able to generate 
“digital” microstructures with desired properties. As a general 
approach, certain low-order statistical properties (e.g., porosity and 
two-point correlation function) of the real porous medium are 
measured experimentally first and an artificial medium is 
reconstructed with the same average parameters.  

1.  Random Structure 

Except for a few man-made microstructures, most of the real 
porous media are random. However, the word ‘random’ is quite 
vague and it can be used to qualify very different situations, such 
as pure disorder and correlated disorder in a porous medium and 
thus requires more precise definition. 

For an arbitrary piece of porous medium, the pore structure 
can be completely characterized by a binary phase function, )(rZ , 
which assumes discrete values in the 3-D space as:18 

 

 
⎪⎩

⎪
⎨
⎧

=
otherwise0

space pore in the is  if1)( rrZ   (28) 

 
where, r  denotes the position with respect to an arbitrary origin. 
The first two moments of the phase function, the porosity,ε , and 
the autocorrelation function, )(uRZ , are defined respectively as:18 
 
  )(rZ=ε  (29) 
 

 )/(])(][)([)( 2εεεε −−+−= urZrZuRZ  (30) 
 
where, overbar denotes statistical averages. Porosity, ε, is a 
positive quantity limited to [0, 1] interval and is the probability that 
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a point is in the pore space. )(uRZ verifies the general properties of 
a correlation function and is the probability that two points in the 
porous medium at a distance, r , are both in the pore space. For a 
statistically homogeneous porous medium, ε  is a constant and 

)(uRZ is only a function of the lag vector, u , and does not depend 

on the spatial coordinates (i.e., independent of r ). Additionally, if 
the medium is isotropic, then the autocorrelation function does not 
depend on the direction but only on the norm, u, of the vector, u . 
Furthermore, for a purely disordered porous medium, the 
autocorrelation function is independent of u and identically goes to 
zero. In such a porous structure, each elementary space, resulting 
from the discretization of the 3-D continuum space, is occupied at 
random either with solid or void with a given probability, ε  and 
can be realized, in principle, by throwing a dice. This simplest 
construction rule is used here to generate a purely random 3-D 
catalyst layer microstructure for the DNS model. 

In the present work, a purely random porous medium is 
computer-generated by employing a random number generator 
with porosity, ε and pore size, d as the chosen target geometry 
features for the reconstruction to match. Specifically, the porous 
catalyst layer is constructed in a discrete manner. It is considered to 
be composed of Nx×Ny×Nz elementary cubes, each of the same size 
d, which represents the chosen pore scale. These elementary cubes 
are filled with either the electrolyte phase or pore phase. During 
construction, the computer generates a random number uniformly 
distributed within the interval [0, 1] for each cube. When the 
random number is lower than the given porosity, ε, the 
corresponding cube is set to be occupied by the pore space. 
Otherwise, it is occupied by the electrolyte phase.  

2.  Structural Analysis and Identification 

Once the microstructure is constructed, structural connectivity 
needs to be imposed by forming pore clusters consisting of a group 
of connected pores. From structural viewpoint, a group of pores, 
which are connected with each other, is called a pore cluster. When 
ε is small, all the pores form small and isolated clusters. When ε is 
large enough, among all the pore clusters, there would be one that 
penetrates the entire medium from one end to the other. This kind 
of pore cluster can be termed as “transport” pore cluster, because it 
forms a continuous network allowing the fluid to transport across 
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the entire medium. In other words, the porous medium is 
permeable only if such a “transport” pore cluster exists. A pore 
belonging to the “transport” pore cluster is called a “transport” 
pore, otherwise it is called a “dead” pore. Apparently, when ε 
increases, there would be fewer and fewer “dead” pores. When ε is 
close to one, all the pores would be “transport” pores. 
 In the current work, the constructed random cathode catalyst 
layer structure is depicted in Figure 10. The elementary cube size is 
0.25 µm, representing the chosen pore size. Therefore, to simulate 
the 10 µm-thick catalyst layer, 40 cubes are applied along the 
thickness.   Similar  to  the  approach  adopted  in  the  3-D  regular 
structure, as described in the earlier section, one layer of 
electrolyte-only and pore-only cells are added to the left and right 
boundaries of the structure, respectively, for ease of 
implementation of the boundary conditions.  

The numerical approach of identifying the “transport” and 
“dead” portions for each phase starts with assigning an initial value 
of a phase function, f, to each elementary control volume in the 
entire computational domain. On the left boundary of electrolyte-
only cells, f is set to be one; while f is assigned to be zero within 
the pore-only  cells  on  the  right  boundary.  Elsewhere  within the 
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Figure 10. Schematic diagram of the 3-D random catalyst layer microstructure with 
nominal porosity of 0.36. 
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domain, f is three inside the electrolyte cells and two inside the 
pore cells. Then beginning from the left boundary, each elementary 
cell is scanned to identify the “transport” electrolyte. For the cell 
with f equal to three, if any of its six neighboring cells has f equal 
to 1, the phase function f of itself is switched to 1. After each scan 
of the entire domain, the total number of cells with f equal to three 
is counted. This scan form left to right is repeated until the total 
number does not vary anymore. Thus cells with f equal to one are 
identified as “transport” electrolyte, while those with f equal to 
three represent “dead” electrolyte. Similarly for the pore phase, the 
scanning process begins from the right boundary to the left and 
once a cell with f equal to two has any neighboring cell with f equal 
to zero, the phase function f the cell itself is switched to zero. After 
sufficient number of scans, when the total number of cells with f 
equal to two does not change anymore, the cells with f equal to 
zero and two are identified as “transport” and “dead” pores, 
respectively.  
 The “transport” pore and the “transport” electrolyte identified 
here represent those elementary cells which are accessible for 
oxygen  from  the gas diffusion layer  (GDL) at the  right boundary 
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and the protons from the polymer electrolyte membrane at the left 
boundary, respectively. In Figure 10, the identified “transport” 
pore and electrolyte cells, as well as “dead” pore and electrolyte 
cells are indicated with different gray cubes, corresponding to a 
natural porosity of 0.36. As expected, there are few “dead” 
electrolyte cells since the electrolyte volume fraction is relatively 
large (0.64). On the other hand, only about 70% of total pores are 
identified as “transport” pores, indicating the effective “transport” 
porosity is only about 0.26.  

Figure 11 shows the effective porosity and phase interfacial 
area ratio as a function of the natural porosity. The phase 
interfacial area ratio represents the ratio of the interfacial area in a 
porous structure to the cross-sectional geometrical area. Here, the 
total interfacial area ratio represents all interfaces between the 
electrolyte and pore phases, while the active interfacial area ratio 
only includes those between “transport” electrolyte and “transport” 
pores, indicating that the interfacial sites are accessible by protons, 
electrons and oxygen and hence cause the electrochemical reaction 
to happen. The figure only shows the natural porosity range up to 
0.6 because the effective porosity is nearly identical to the natural 
porosity when it is larger than 0.6. The interfacial area ratio curve 
is symmetric around the porosity of 0.5. It is also observed that 
when the porosity is smaller than 0.35, both effective porosity and 
active interfacial area ratio are reduced dramatically. This is of 
significance in practical applications, indicating that 0.35 is the low 
end of the porosity for the catalyst layer. Furthermore, the random 
microstructure provides a realistic active interfacial area ratio 
between 40 and 50. This value of the reaction area ratio 
corresponds roughly to 0.15 mg Pt/cm2 catalyst loading with a 
typical dispersion surface area of 35 m2/g Pt, which is 
representative in current applications.  
The local profiles of pore and electrolyte volume fractions along 
the thickness of the catalyst layer are shown in Figure 12. First, the 
cross-section averaged local natural porosity shows a random 
fluctuation around the average porosity of the porous structure 
marked by the  horizontal line.  Secondly, almost all the electrolyte 
cells are available for transport, while a considerable portion of the 
pores are dead pockets. The percentage of “transport” pores, 
distributes uniformly in most locations except for the front and 
back end of the structure. At the back end (i.e., near the left 
boundary) of the catalyst layer, interfacing with the membrane, 
more pores are “dead” indicating difficulty in access for the 
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Figure 12. Profiles of pore and electrolyte volume fractions along the thickness of 
the catalyst layer. 
 
 
oxygen. On the other hand, near the front end (i.e., adjacent to the 
right boundary), most of the pores are “transport” pores partly 
because the structure is open to large pore space in the GDL. 

3.  Governing Equations 

The DNS model developed for the 3-D regular CL microstructure, 
in the earlier section, is now extended to solve for the conservation 
equations for charge and oxygen transport on the random 3-D CL 
structure. The model assumptions remain the same as in the case of 
the 3-D regular microstructure. The meaning of the symbols can, as 
well, be traced back correspondingly to the previous sections. 

 The discrete phase function, f, introduced earlier for the 
regular microstructure, is redefined for each elementary control 
volume (i,j,k) within the entire domain as follows: 
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Correspondingly, the proton conductivity and oxygen diffusivity 
can be expressed as: 
 
 2/)],,(3[)],,(2[),,(),,( kjifkjifkjifkjiK −⋅−⋅⋅= κ  (32) 
 

6/)],,(3[)],,(2[)],,(1[),,(
22

kjifkjifkjifDkjiD g
OO −⋅−⋅−⋅=   

   (33) 
 
For simplicity, we define two new phase functions, fφ and 

2Of , as 
follows: 
  
 2/)],,(3[)],,(2[),,(),,( kjifkjifkjifkjif −⋅−⋅=φ  (34) 
 
  

6/)],,(3[)],,(2[)],,(1[),,(
2

kjifkjifkjifkjifO −⋅−⋅−=  (35) 
 
Obviously, from the above definitions, it can be seen that fφ is non-
zero only within “transport” electrolytes; while 

2Of is non-zero 
only within “transport” pores.  

Based on the newly introduced phase functions, Eqs. (32) and 
(33) can be simplified as:  

  
 ),,(),,( kjifkjiK e φκ ⋅=  (36) 
 
 ),,(),,(

222
kjifDkjiD O

g
OO ⋅=  (37) 

 
The above expressions indicate that both proton conductivity and 
oxygen diffusivity are set to be zero in “dead” pores and “dead” 
electrolytes. Now the governing differential equations for charge 
and oxygen transport, as detailed in the previous section, can be 
readily extended to be valid in the entire domain using the discrete 
phase function, f(i,j,k). Since the electrochemical reaction only 
occurs at active phase interfaces, only those “transport” pores and 
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“transport” electrolytes next to each other have source terms, 
2OS  

and Sφ respectively. These source terms can be expressed in 
discretized form as: 
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Effective proton conductivity is employed since the simulated 

electrolyte phase also includes the electronic phase as assumed. 
Similar to the treatment in the earlier sections, a Bruggeman 
correction is applied: 
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where, εe, εs and εg are the volume fractions of the electrolyte, 
electronic and gas phases respectively. The intrinsic ionic 
conductivity, κ0, is considered to be constant in the present 
simulations as the membrane is assumed to be fully hydrated. 

4. Boundary Conditions 

The boundary conditions used for the DNS simulation on random 
structure remain the same as those described for the regular 
structure except for the oxygen concentration, 0,2Oc , at the CL-
GDL interface. In the previous simulations, oxygen mass transport 
resistance through the GDL was ignored and the oxygen 
concentration at the gas channel inlet was applied directly at the 
right boundary (CL-GDL interface) of the catalyst layer. In this 
section, the oxygen concentration drop across the GDL is further 
included in order to provide a more realistic boundary condition.  

As shown schematically in Figure 13, the oxygen 
concentration in the gas channel is assumed to be uniform, which is 
physically corresponding to a large stoichiometric flow rate. 
Through the GDL, an effective diffusion coefficient effg

GDLOD ,
,2

 is 

applied and the oxygen flux at the CL-GDL interface can be 
written as:  
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where, ∆XGDL represents the thickness of the GDL. The porosity 
εGDL and tortuosity τGDL are employed to obtain the effective 
diffusivity, given as follows:  
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2
 is the oxygen diffusivity which in turn depends on the 

specified pressure and temperature19 as: 
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Figure 13. Schematic diagram of the oxygen concentration profile in the 
cathode. 

 
 
 
where, T0 and 0p  are the reference temperature and pressure 

respectively; g
OD 0,2

is the oxygen diffusivity at the reference 

condition, T is the fuel cell operating temperature and p is the 
cathode side inlet gas feed pressure.  

At steady state, the total flux through the GDL should be 
equivalent to the oxygen consumption rate at the catalyst layer, that 
is:  

 

  
F
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Thus, the oxygen concentration at the CL-GDL interface can be 
derived by combining Eqs. (41) and (44) and is given by: 
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It is evident that the corrected oxygen concentration depends not 
only on the inlet oxygen concentration but also on the 
concentration drop through the GDL. At large operating current 
densities, there could be a considerable drop across the GDL due to 
the large oxygen flux.  

The model input parameters including the properties of the 
GDL are summarized in Table 2. 

5.  Results and Discussion 

One of the advantages of constructing the random microstructure is 
that it provides the phase interfacial area and tortuosity that are 
comparable with the real catalyst layer microstructures. Hence, 
using this realistic computer-generated random structure, we can 
evaluate the Bruggeman correlation required for the macro-
homogeneous models using the DNS data.  Bruggeman exponent 
factor ξ is commonly applied to determine the effective property as 
follows: 
 

 ξε kk
eff
k ⋅Γ=Γ  (46) 

 
In the 1-D macrohomogeneous model, the same specific surface 
area a (cm2/cm3) as that in the constructed random structure is used 
in the Butler-Volmer equation to represent the volumetric reaction 
current, that is  
 
 

Table 2 
Property Data for the DNS Calculations with the 3-D Random 

Microstructure 
Parameter Value 

Oxygen diffusivity in gas phase, g
OD

2
 (m2/s) 1.9×10-5 

Water vapor diffusivity in gas phase, g
OHD

2
 (m2/s) 2.6×10-5 

Pressure at the gas channel inlet, p (kPa)            150 

Operating temperature, T (°C)              80 

GDL thickness, ∆XGDL (µm)            300 

GDL porosity, εGDL                0.4 

GDL tortuosity, τGDL                4 

Natural porosity of the catalyst layer, εg                0.36 

Electrolyte volume fraction in the catalyst layer, εe                0.3 
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Figure 14. Comparison between the polarization curves from the DNS 
calculation and the 1-D macrohomogeneous model. 
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The comparison of polarization curves predicted by DNS and 

1-D macrohomogeneous models is shown in Figure 14. Three 
different Bruggeman factors, 1.5,  3.5  and  4.5  were  attempted.  It 
can be seen that at small current densities (up to 1 A/cm2), a factor 
of 3.5 gives a good match to the DNS model; while in the large 
current density regime, the Bruggeman factor is suggested to be 
between  3.5  and  4.5.  More  elaborate  comparisons at the current  
density of 1.5 A/cm2, such as the oxygen concentration distribution, 
cathode overpotential and local reaction current distributions are 
depicted in Figures 15, 16 and 17 respectively. 

In the case of the oxygen concentration (Figure 15), the DNS 
result is in good agreement with the 1-D macrohomogeneous 
model with the Bruggeman factor of 4.5. However, Figure 16 
shows the factor of 3.5 gives a better match for the shape of the 
overpotential curve except that the DNS result is about 12 mV 

γ = 1.5 

DNS result
1-D macrohomogeneous model 
using Bruggeman correction Φeff= Φεγ

 

3.5 

εg = 0.36, εe = 0.3 
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higher consistently. The higher surface overpotential stems from 
the lower active interfacial area in the DNS model. It can be seen 
from Figure 11 that there are only about 65% of the total interfacial 
area that is active for the electrochemical reaction. Combination of 
the findings from Figure 15 and Figure 16 shows that the phase 
with low volume fraction, i.e., the gas phase in the present study, 
prefers a higher Bruggeman factor not only because of less 
tortuosity but also because of a lower effective porosity than the 
natural porosity. If using the effective porosity of 0.26 in the 
Bruggeman correlation instead of the natural porosity 0.36, the 
Bruggeman factor would be about 3.4 (i.e., 0.263.4 ≈ 0.364.5), very 
close to that (3.5) for the electrolyte phase. Another point worth 
noting is that the constructed 3-D microstructure stresses the 
influence of local variation in the effective porosity on the reaction 
current distribution; while the macrohomogeneous model only uses 
a constant natural porosity. As shown in Figure 17, the DNS model 
generates a more uniform reaction distribution than those of 
macrohomogeneous models using both Bruggeman factors of 3.5 
and 4.5. As displayed in Figure 12, although the natural pore 
volume fraction of this porous medium distributes uniformly 
around the average porosity, the effective porosity varies across the 
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Figure15. Comparison between the cross-sectional averaged 
oxygen concentration profiles from the DNS and 1-D 
macrohomogeneous model predictions. 
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Figure 16. Comparison between the cross-sectional averaged 
overpotential profiles from the DNS and 1-D macrohomogeneous 
model predictions. 
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Figure 17. Comparison between the cross-sectional averaged 
reaction current distributions across the thickness of the catalyst 
layer from the DNS and 1-D macrohomogeneous model 
predictions. 
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thickness of the catalyst layer. More “transport” pores at the front 
end than at the back end produces a unique reaction current 
distribution that cannot be captured by the macrohomogeneous 
model using any Bruggeman correction factor. 

IV.   DNS MODEL – WATER TRANSPORT 

Water management is a central issue in PEFCs. It is referred to as 
balancing two conflicting requirements: hydration of the polymer 
electrolyte membrane and avoidance of flooding in porous 
electrodes and GDL for reactant/product transport. Water 
management is also a key to high performance and longevity of the 
polymer membrane. This is because currently available membranes 
such as Nafion® require water in order to exhibit good proton 
conductivity. If water is insufficient, the ionomer becomes 
dehydrated and the proton transport resistance would dramatically 
increase. On the other hand, liquid water tends to accumulate 
inside the cathode catalyst layer due to water being produced from 
the ORR and also water migrating from the anode side via electro-
osmotic drag. If water is not removed sufficiently, cathode 
flooding may occur, resulting in the gas pores being filled with the 
condensed liquid water, which, in turn, hampers the oxygen 
diffusion to reaction sites. Generally, fuel and oxidant feed streams 
are humidified externally to provide adequate water to the polymer 
membrane. To avoid either membrane dehydration or cathode 
flooding, it is of great importance to investigate the effect of the 
inlet humidity on water distribution throughout a cell, particularly 
inside the cathode catalyst layer, which consists of both the 
ionomer and gas pores. 

Several groups have modeled water transport in PEFCs at 
various levels of complexity in recent years. Various water 
transport models for the catalyst layer have been employed in the 
general framework of computational fuel cell dynamics (CFCD). 
Notable works include Wang and co-workers,5,20 Dutta et al.,21,22 
Berning et al.,23 and Mazumder and Cole.24 In their work, Dutta et 
al.21,22 used an approximate analytical solution for water transport 
through the membrane. However, they did not consider the MEA 
in the computational domain. The model of Berning et al.23 treated 
the catalyst layer as an interface between the membrane and the 
GDL. While Mazumder and Cole24 supposedly ignored any water 
transport through the membrane, Wang and co-workers,5,20 in 
contrast, developed a comprehensive water-transport model 
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applicable throughout a PEFC including the MEA. A recent 
overview of the various water transport models for a PEFC is 
provided by Wang.9 However, all the aforementioned works are 
based on the macroscopic description. No model has been 
attempted at the pore-level for water distribution and its intimate 
interactions with proton transport within the cathode catalyst layer. 

In this section, the 3-D DNS model is further extended to 
include water transport in the cathode catalyst layer. In the 
previous sections, the proton conductivity of the electrolyte phase 
was taken to be constant assuming the ionomer to be fully 
humidified. In the present water transport model, the net water flux 
through the membrane from the anode side is considered to 
account for the combined effects of the electro-osmotic drag and 
back diffusion. Implementation of the various modes of water 
transport in the DNS model with the 3-D random CL 
microstructure, generated in the previous section, is described. The 
effects of humidity and microstructure composition on the cathode 
performance are investigated in the present section. The 
importance of the DNS model to optimize the catalyst layer 
composition is also demonstrated. 

1.  Water Transport Mechanism 

General features of water transport through a PEFC are explained 
in Figure 18, where a MEA is sandwiched between two gas 
diffusion layers on the anode and cathode, respectively. To ensure 
membrane hydration, water is delivered to the fuel cell via 
humidified fuel and oxidant streams from an external humidifier. 
Water is transported to the cathode CL from the anode through the 
membrane by the electro-osmotic drag, expressed by: 
 

 
F
InNnN dHddragw ⋅== +,  (48) 

 
where, the electro-osmotic drag coefficient, nd, denotes the number 
of water molecules carried by each proton across the membrane as 
current is passed and +HN  is the proton flux. nd varies in a wide 
range depending on the degree of membrane hydration according 
to the experimental measurements by Zawodzinski et al.25 For a 
fully hydrated membrane immersed in liquid water, 2.5 water 
molecules are dragged per H+ transported, while for a partially 
hydrated membrane corresponding to the water content up to 14, 
the  drag  coefficient  is  relatively  constant  at  1.0.  In  the present  
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Figure 18. Schematic diagram of the water transport and distribution in a 
PEFC. 
 
 
 

study, a constant drag coefficient of unity is used because the water 
content of interest ranges from zero to 14.  

On the cathode side, water is generated by the ORR. The 
increase of water concentration from production will result in the 
back diffusion of water to the anode across the membrane. The 
back diffusion helps to hydrate the membrane on the anode side 
and thus partly compensates for the water loss by electro-osmotic 
drag. At higher current densities, the excessive water produced at 
the cathode is removed via evaporation by the under-saturated 
oxidant stream, and the removal rate can be controlled by adjusting 
the inlet air humidity and flow rate through the flow field. 
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2.  Mathematical Description 

Based on the DNS model described in the previous sections, the 
following assumptions are additionally made for the modeling of 
water transport:  

• water is in the gas phase even if the water vapor 
concentration slightly exceeds the saturated value (i.e., 
slight over-saturation is allowed);  

• equilibrium between the water in the electrolyte phase and 
in the gas phase is assumed and hence it is sufficient to 
consider water transport only through the gas phase;  

• the electro-osmotic drag coefficient is constant at unity; and 
• the net water transport coefficient from the anode to cathode 

is assumed constant. 

Figure 19 describes various water transport mechanisms in both 
gas and electrolyte phases through the catalyst layer that are 
included in the present DNS model. Similar to the oxygen transport 
equation described earlier, the conservation equation for water 
vapor concentration, OHc

2
, through the random catalyst layer 

microstructure, generated in Section III, can be expressed as: 
 
  

 

electrolyte

gas phase
back diffusion

GDLMembrane

Electro-osmotic drag

water removal

water production

Catalyst Layer

  
Figure 19. Schematic diagram of the water transport mechanisms inclued in 
the DNS model. 
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where, g

OHD
2

 is the diffusion coefficient of water in the gas phase 

and definitions of the rest of the symbols remain the same as 
described earlier. Now, adopting the single-domain approach as 
detailed earlier, the water vapor diffusivity and source term in Eq. 
(49) can be expressed in terms of the discrete phase function, 
f(i,j,k), respectively, as:  
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The water vapor diffusivity, g

OHD
2

, also depends on the 

temperature and pressure similar to the treatment of oxygen 
diffusivity as described by Eq. (41) and g

OHD 0,2
 is the reference 

water vapor diffusivity in the gas phase. The proton conductivity in 
the electrolyte phase has been correlated by Springer et al.26 from 
the experiments as: 
 

 )00326.0005139.0)](1
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where, the water content in the membrane, λ , depends on the 
water activity, a, in the gas phase according to the following fit of 
the experimental data: 
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The water activity, a, is defined as: 
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where, sat

OHc
2

 is the saturation concentration of water vapor 
corresponding to the fuel cell operating temperature. The saturation 
pressure of water vapor is only a function of temperature, which 
has been formulated by Springer et al.26 as follows:  
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where the pressure is in bar. Substitution of Eq. (53) into Eq. (52) 
provides the dependence of proton conductivity on water activity. 
Thus a water concentration distribution will cause the proton 
conductivity of the electrolyte phase to vary at every point within 
the catalyst layer. 

Similar to the boundary conditions for charge and oxygen 
transport, a symmetry boundary condition is applied for the water 
conservation equation in y and z directions of the computational 
domain. At the CL-membrane interface, a net water transport 
coefficient, α, is employed to account for the net water flux across 
the membrane. It combines the electro-osmotic drag and back 
diffusion effects, and can be expressed as: 

 

  difwdragwnetw NN
F
IN ,,, −=⋅= α  (56) 

 
where, Nw,dif is the water flux through the membrane due to back 
diffusion from the cathode side to the anode side. In the present 
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study, α is assumed to be constant although it depends on the 
reaction rate and humidity conditions at anode and cathode inlets. 
Thus the boundary condition at the CL-membrane interface is 
given by 
 

 g
OHnetwxx

OH DN
x

c
L 2

2 /,−=
∂

∂
=  (57) 

 
At the boundary connected to the GDL, i.e., at the CL-GDL 

interface, the water vapor concentration can be calculated from the 
water concentration at the channel inlet, inletOHc ,2

, after the mass 
transport resistance through the GDL is accounted for and is given 
by: 

 
effg

GDLOH

GDL
xxwinletOHxxOH

D

X
Ncc

LL ,
,

,

2

22

∆
⋅+= ==  (58) 

 
The water vapor profile is assumed to be linear across the GDL. 
The water flux through the GDL is the sum of the net flux across 
the membrane and the water production rate in the catalyst layer, 
Nw,prod, and can be expressed as: 
 

  
F
INNN prodwnetwxxw L

⋅+=+== )5.0(,, α  (59) 

 
In Eq. (58), the inlet water concentration, inletOHc ,2

, is calculated 
from the inlet air humidity and fuel cell operating pressure and 
temperature. Similar to the treatment in Section III, the water 
transport in the gas channel is assumed constant, which 
corresponds to a relatively large stoichiometric flow rate. From the 
inlet relative humidity, represented by RH, water vapor 
concentration of the humidified air is calculated by:  
 

 sat
OHinletOH cRHc

22 , ⋅=  (60) 
 

All the parameters used in this section remain the same as those 
summarized in Table 2 in Section III.  



DNS of PEFC Catalyst Layers 
 

 

327 

3.  Results and Discussion 

(i)  Inlet-Air Humidity Effect 

Fuel/oxidant inlet humidity designs play an important role in 
the balance of water production and removal. Without a proper 
control, imbalance of water may result in either dehydration of the 
polymer membrane or flooding of the air cathode. Low-humidity is 
always desirable from the standpoint of external humidifiers with 
reduced size and cost.  

Figure 20 displays several polarization curves of the cathode 
for the relative humidity ranging from 5% to 100%. There are three 
distinct characteristics corresponding to the three different regimes, 
kinetic control regime, ohmic control regime, and mass transport 
control regime, respectively. First, within the kinetic regime, the 
cathode performance  is about  the same and the only loss is kinetic 
activation loss. The only factor influencing the kinetic loss among 
these three cases is the oxygen concentration inside the catalyst 
layer. Calculations show that the oxygen concentrations are 7.5 
mol/m3, 9.2 mol/m3 and 10.7mol/m3 for 100%, 50%, and 5% inlet 
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Figure 20. Polarization curves for various inlet humidity. 
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air humidity, respectively. These differences only bring about 
minor variations to the kinetic loss. According to the Tafel slope of 
70 mV/dec, the case with 100% air humidity has 10 mV more 
kinetic loss than that with 5% relative humidity.  

Secondly, low humidity tends to extend the ohmic control 
regime, postponing the occurrence of the mass transport limitation. 
This is the salient advantage of low-humidity operation. At 100% 
humidity, the oxygen concentration near the membrane end is as 
low as 0.2 mol/m3 and the region is about to be depleted of oxygen. 
From the polarization curve, it can also be seen that the curve 
begins to fall off at the current density greater than 1.5 A/cm2.  

Thirdly, the disadvantage of low-humidity operation is its 
larger voltage loss in the ohmic control regime though the regime 
itself is  enlarged.  This is  because of the low  proton  conductivity 
associated with partially hydrated electrolyte phase, leading to the 
increased ohmic loss. Figure 21 shows that the reaction zone shifts 
towards the back end of the catalyst layer (close to the membrane) 
with lowering of the inlet humidity. Apparently, this is due to 
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Figure 21. Overpotential and reaction current distributions for different inlet 
humidity. 
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poorer proton conductivity or higher ohmic resistance in the 
electrolyte phase and results in a much lower surface overpotential 
at the front end of the catalyst layer, making the overpotential 
distribution more nonuniform. In order to compensate for lower 
reaction current produced near the front end of the catalyst layer, 
the back end must provide higher reaction current as the average 
current density is fixed. This leads to a higher surface overpotential 
needed at the back end of the layer, representing more total voltage 
loss of the cathode in the low-humidity case. 
  In summary, 50% appears to be the optimal relative humidity 
in the catalyst layer configuration modeled here. It has a large 
range of ohmic control at a minimum expense of kinetic loss. It 
should be noticed that since the present model only considers the 
water transport in the gas phase, another significant advantage of 
low-humidity  operation  to  alleviate  cathode  flooding  cannot  be 
demonstrated although it is widely recognized in practical 
applications.  
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Figure 22. Polarization curves with different net water transport 
coefficients at the inlet humidity of 50% and 5%. 
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 (ii) Water Crossover Effect 

In the present DNS model, the net water flux through the 
polymer membrane to the cathode catalyst layer is quantified by 
the net water transport coefficient as given by Eq. (57). The value 
of this coefficient reflects the contribution of water transferred 
from the anode to the cathode. It depends on the humidity 
condition on the anode side. Low value of α indicates strong back 
diffusion from the cathode, which means a relatively dry condition 
in the anode. When α is close to its highest value, 1.0, it means the 
water flux due to electro-osmotic drag is dominant and the back 
diffusion is negligible. Therefore, by studying the effect of the net 
water transport coefficient, we can understand how important the 
anode gas humidification is to the cathode catalyst layer 
performance. 

Two cases of the net water transport coefficient, 0.2, and 0, are 
studied under two different cathode inlet humidities, i.e., 50% and 
5%. The polarization curves of the cathode are plotted in Figure 22 
for all the four operating conditions. First, it shows that under 50% 
cathode inlet humidity, the value of α has almost no influence on 
the cathode voltage loss. The greatest difference of about 15 mV 
occurs at 1.5 A/cm2. At operating current densities greater than 1.5 
A/cm2, the cathode performance almost has no change, which 
indicates the cathode side is already humid enough due to the large 
water production rate even if there is no water transported from the 
anode. However, with the cathode inlet humidity of 5%, α value 
becomes important especially at large current densities. The 
possible explanation is that the cathode is largely dry and hence 
any water supply from the anode is very helpful for increasing the 
proton conductivity of the electrolyte.  

In summary, The DNS results clearly show that at 5% RH 
there is a considerable increase in the cathode voltage loss as α is 
reduced to zero. Again, this is due to the lower water activity, 
leading to the lower proton conductivity of the electrolyte phase. 
The lower proton conductivity would push the reaction zone to the 
back end, consuming more oxygen there. The larger consumption 
rate of oxygen, in turn, reduces the oxygen concentration there, 
which eventually requires a larger overpotential to drive the 
reaction. This series of consequences leads to the total cathode 
voltage loss to increase greatly with α being zero. The parametric 
study clearly suggests that at low cathode inlet humidity, 
restraining the back diffusion of water to the anode side is 
important and can significantly improve the cathode performance 
with better-hydrated electrolyte phase. 
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(iii)  Optimization of Catalyst Layer Compositions 

Besides the inlet humidity and water transport effects on the 
cathode performance, optimal design of the catalyst layer 
compositions is also of great practical interest. A series of 
simulations for various combinations of pore and electrolyte 
volume fractions were carried out to investigate the electrode 
composition effect. The predicted polarization curves under 
different compositions of pore and electrolyte phases are displayed 
in Figure 23. It can be seen that the greater the porosity, the larger 
the mass transport limiting current density. This is quite 
straightforward, as the oxygen transport would benefit from a large 
number of pores.  
Figure 24 shows the local reaction current and overpotential 
distributions at a current density of 0.5 A/cm2. With the porosity of 
0.34  and  electrolyte  volume  fraction of 0.32,  the resulting  small 
amount of “transport” pores limits the back end of the catalyst 
layer being accessed by oxygen. The increasing loss is then due to 
the ionic current passing through the back part of the catalyst layer 
without reaction (the resistance is much lower to pass current 
through the electronic phase after charge transfer reaction). As the 
porosity is increased, between 0.36 and 0.4, there is only a slight 
difference, which is due to the larger reaction sites of porosity 0.4. 
At the porosity of 0.6, Figure 24 shows that most of the reaction is 
concentrated at the back end, an indication that the proton 
conductivity is very poor. This is obviously because the electrolyte 
fraction has been reduced to 0.2 (the mixed electrolyte/electronic 
phases occupy (1-εg)), a typical design of the catalyst layer. 

In summary, by assuming a sufficiently large electronic 
conductivity of the Pt/C phase and a fixed electronic phase volume 
fraction, it is important to select an appropriate pore to electrolyte 
volume ratio in order to achieve the best performance of the 
cathode. In general, both the pore and electrolyte volume fractions 
should be larger than the percolation threshold. Under this 
prerequisite, further increasing the porosity and electrolyte volume 
fraction will relax the mass transport limitation and reduce the 
ohmic drop, respectively. Hence, there always exists an optimal 
composition design for the best trade-off. According to the  present 
simulation results of the DNS model, the optimal compositions are 
0.4 for the porosity and 0.26 for the electrolyte volume fraction. In 
comparison, the traditional design with the electrolyte volume 
faction of 0.2 gives high ionic resistance. On the other hand, a 
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Figure 23. Polarization curves for different combinations of void 
and electrolyte volume fractions. 
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Figure 24. Local reaction current and overpotential distributions at 0.5 
A/cm2 for different combinations of void and electrolyte volume 
fractions. 
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relatively large porosity does not benefit the cathode performance 
much other than slightly delaying the mass transport control 
regime.  

V.  3-D CORRELATED MICROSTRUCTURE 

In the Section III, the generated 3-D microstructure only portrays 
the random nature of the porous media with an arbitrarily chosen 
porosity. However, the disorder in terms of randomness 
incorporated into the structure does not directly relate to the 
statistical inputs from an actual catalyst layer structure. This 
limitation is circumvented in the present section through the 
stochastic generation of a 3-D correlated microstructure. 

1.  Stochastic Generation Method 

The process of generating a three-dimensional random porous 
medium with a given porosity and a given correlation function has 
been detailed by Adler.18 The principle of this numerical 
reconstruction method is composed of two major steps. The first 
step involves the experimental measurement of any salient 
geometry features. Different features can be chosen for various 
materials. In most studies, the porosity and correlation function of 
pore spaces are selected. For this purpose, a representative portion 
of a SEM or TEM image of the catalyst layer is digitized to obtain 
an array of grayscale values for each pixel. Then using a computer 
program the image is converted into a two-dimensional solid map 
with artifacts removed by certain filters. Subsequently, statistical 
data such as correlation function and porosity are collected. The 
second step is the reconstruction process. Random samples of 
porous media are generated in such a way that, on average, they 
possess the same statistical properties as the real samples that they 
are assumed to mimic. Once these samples are generated, all 
transport processes can be studied at least in principle. For example, 
in the DNS model, using the phase function, a single set of 
governing equations can be derived and solved to analyze transport 
of reactants and product in both phases. 

The stochastic method is based on the idea that an arbitrarily 
complex pore structure can be described by the values of a phase 
function )(rZ , described by Eq. (28) at each point r in the porous 
medium. For a statistically homogeneous porous medium, the 
resulting microstructure can be described fully, albeit implicitly, by 
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the first two moments of the phase function, namely porosity, ε and 
two-point autocorrelation function, )(uRz which are represented 
by Eqs. (29) and (30) respectively.  

In general, the stochastic method creates a realization of the  
3-D porous medium in terms of a binary, discrete population Z(x), 
which takes only two-values 0 and 1, by transforming a Gaussian 
set X(x) of standard, normal variates x. The final 3-D binary image 
represents a porous rock of prescribed porosity and autocorrelation 
function. This statistics-based reconstruction method was 
originally developed in two-dimensions by Joshi27 and extended to 
three dimensions by Quiblier.28 Adler et al.29 applied it to the 
reconstruction of Fontainbleau sandstone. Ioannidis et al.30 
modified this method slightly by using Discrete Fourier Transform. 
In our study, we employed a simplified version, by Bentz et al.,31 
of the approach outlined by Quiblier.28 The simplification of this 
method, over the approach utilized by Quiblier,28 comes from the 
fact that there is no need to handle a large system of nonlinear 
equations in order to compute the matrix of filtering coefficients 
and this is numerically superior since no inversion is required. 
 Starting with the 2-D TEM image of an actual catalyst layer, 
as shown in Figure 25(a), the stochastic reconstruction technique 
first computes the two-point autocorrelation function from the 
binarized (pore/solid) 2-D image in Figure 25(b), generated from 
the original 2-D image in Figure 25(a). Using this correlation 
function and a nominal porosity of 0.6 as inputs, it finally produces 
the  3-D  correlated  microstructure  representation  of  the  catalyst 
layer, as shown in Figure 26, after passing it through the structural 
designation loop mentioned in Section III, which assigns the 
corresponding “transport” and “dead” pore and electrolyte phases. 

2.  Governing Equations, Boundary Conditions and 
Numerical Procedure 

The governing equations for the conservation of charge, oxygen 
and  water  vapor  remain  the  same  as  furnished  in  the  previous 
sections. The symmetry boundary condition is imposed in the y 
and z directions of the computational domain, as shown in Figure 
26. The rest of the boundary conditions are identical to the ones 
imposed for the 3-D random CL microstructure, as detailed in 
Sections III and IV. The conservation equations (16), (17) and (49) 
were solved using the commercial CFD software Fluent.®32 The 
User Defined Functions (UDF) capability was deployed to 
 



DNS of PEFC Catalyst Layers 
 

 

335 

 

 
 

Figure 25. (a) Original 2-D TEM image of the 
CL, (b) Binary (pore/solid) 2-D image as input 
to the microstructure reconstruction model. 

 
 
customize the source terms given by Eqs. (38), (39) and (51) for 
modeling the electrochemical reactions at the phase interface as 
well as to solve the set of governing equations for DNS. 
Convergence was considered achieved when the relative error, for 
each scalar, between two successive iterations reached 10-6. The 
same numerical procedure was also employed for the DNS 
calculations with the regular and random 3-D microstructures in 
the previous sections. The property data used for the DNS 
calculations using the correlated microstructure are summarized in 
Table 3. In the present study for the correlated microstructure, the 
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Figure 26. 3-D correlated microstructure of the catalyst layer with nominal 
porosity of 0.6. 

 
 

Table 3 
Property Data for the DNS Calculations with the 3-D 

Correlated Microstructure. 
Parameter Value 

Oxygen diffusivity in air, g
OD

2
 (m2/s) 9.5 × 10-6 

Water vapor diffusivity in air, g
OHD

2
 (m2/s) 1.28 × 10-5 

Oxygen diffusivity in helox, g
OD

2
 (m2/s) 2.0 × 10-5 

Water vapor diffusivity in helox, g
OHD

2
 (m2/s) 3.3 × 10-5 

Pressure at the gas channel inlet, p (kPa) 200 

Operating temperature, T (°C)   70 

GDL thickness, ∆XGDL (µm) 290 

GDL porosity, εGDL     0.6 

GDL tortuosity, τGDL     1.5 

Nominal porosity of catalyst layer, εg     0.6 

 
 

“Transport” pore 
“Transport” electrolyte 
“Dead” pore 
“Dead” electrolyte 

Membrane 

GDL 

X
Z 
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number of cells within the computational domain in the x, y and z 
directions are 100×50×50, respectively, leading to an average pore 
size of 0.1 µm and is found to be sufficient. 

3.  Results and Discussion 

Figures 27, 28 and 29 show the comparison of cross-section 
averaged reaction current, cathode overpotential and oxygen 
concentration profiles at an average current density of 0.6 A/cm2 
with air as the oxidant along the thickness of the CL between the 
DNS and 1-D macrohomogeneous models, respectively. Different 
Bruggeman factors have been attempted. In the case of the reaction 
current (Figure 27) and cathode overpotential (Figure 28) 
distributions, the DNS result exhibits good agreement with the 1-D 
macrohomogeneous model with the Bruggeman factor of 3.5. 
However,  Figure  29  shows  that  the  factor of  4.5  gives a better 
match for the oxygen concentration profile. This feedback about 
the Bruggeman factor from the DNS data is very useful and can be 
used in the full-scale computational fuel cell dynamics (CFCD) 
models to effectively model the porous media. It is also important 
to note that the high reaction current in the 15-20% of the region 
near the membrane, as is evident in Figure 27, could be attributed 
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Figure 27. Local reaction current distribution along the thickness 
of the CL. 
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Figure 28. Local cathode overpotential distribution along the 
thickness of the CL. 
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Figure 29.Local oxygen concentration distribution along the thickness 
of the CL. 
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Figure 30. Polarization curves for 100% RH air and helox as oxidants. 

 
 
 
 
 
to the limited ionomer conductivity resulting from low electrolyte 
phase volume fraction, estimated to be approximately 11%, which 
was calculated, based on the method outlined by Gastieger,17 from 
the mass loading data of the respective constituent phases i.e., Pt, 
carbon and Nafion,® used in the recipe for the catalyst layer 
preparation.  

Figure 30 shows the polarization curves with air and helox as 
oxidants under 100% RH inlet condition. From, Figure 30, it is 
evident that the cell performance is greatly improved when 
operated with helox as compared to with air due to the reduction in 
oxygen transport resistance. Higher performance is expected for 
helox, since oxygen diffusivity is almost two-times higher in He 
background (as in helox) as compared to in N2 background (as in 
air). Also, as expected, for fully-humidified helox, DNS 
calculations predict a higher value of the limiting current density 
than that for fully-humidified air.  
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VI.  CONCLUSIONS 

In this chapter, the progress recently made in the pore-scale 
modeling of the PEFC catalyst layer is described. The DNS 
method, presented in the chapter, can directly model the transport 
and electrochemical reactions at the pore level of the catalyst layer 
with detailed morphology of the electrochemically active surface, 
ionomer network and pore tortuosity. It, thus, helps to investigate 
the microstructural influence of electrodes and permit optimization 
of morphology, composition and operating conditions to achieve 
high performance. The DNS model also has the capability to allow 
for virtual assessment of Pt/C ratio, solvents used in catalyst layer 
fabrication, Nafion® content etc. to maximize catalyst utilization 
and minimize g Pt/kW. To sum up: 

• The DNS model provides a fast screening tool for 
optimizing catalyst layer compositions and structures. 

• It provides an alternative approach to simulate fuel cell 
catalyst layers that is otherwise difficult to be characterized 
experimentally. 

• It establishes a fundamental database to corroborate 
empirical correlations for effective parameters used in 
macroscopic models based on computational fluid dynamics. 

• The DNS method establishes a science-based approach 
instead of Edisonian approach in providing inputs for 
development of novel recipes for next-generation, high-
performance catalyst layers. 
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