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Direct numerical simulation (DNS) modeling of PEFC electrodes
Part I. Regular microstructure
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Abstract

A direct numerical simulation (DNS) model is developed to achieve pore-level description of polymer electrolyte fuel cell (PEFC) electrodes.
The DNS method solves point-wise accurate conservation equations directly on an electrode microstructure comprising of various phases and hence
utilizes the intrinsic transport properties of each phase. Idealized two- and three-dimensional regular microstructures are constructed to represent
the porous cathode catalyst layer. Various voltage losses identified from the simulation results are compared with experimental observations. This
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ore-scale model is further applied to study the morphological effects, such as pore size, layer thickness and porosity, on the performance of the
athode catalyst layer.

2005 Elsevier Ltd. All rights reserved.
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. Introduction

In polymer electrolyte fuel cells (PEFC), two thin electrodes,
sually referred to as the catalyst layers (CL), are attached to an
onomeric membrane, typically Nafion®, to form the membrane
lectrode assembly (MEA), which constitutes the heart of a fuel
ell. The fuel (i.e. hydrogen) and oxidant (i.e. oxygen) react
lectrochemically in the active catalyst layers to produce elec-
ricity, water and waste heat. The hydrogen oxidation reaction
HOR) occurs in the anode catalyst layer, while oxygen reduc-
ion reaction (ORR) takes place in the cathode catalyst layer.
espite significant developments, major voltage losses in the
EFC include sluggish kinetics of the ORR and transport limi-

ations of protons and oxidizing species in the cathode catalyst
ayer. Therefore, it is imperative to fully understand pore-level
henomena taking place in the cathode catalyst layer.

A typical cathode catalyst layer of a PEFC consists of a solid
atrix of Pt/carbon particles providing pathways for electron

onduction to the reaction site, an ionomer network providing

∗ Corresponding author. Tel.: +1 814 863 4762; fax: +1 814 863 4848.

pathways for proton transport and a network of open pores for
oxygen and product water transport. Additionally, the ionomer
acts as a binder for the structure and provides stability and
mechanical strength to the catalyst layer. The electrochemical
reaction takes place at the triple-phase boundary forming an
active catalyzed interface, where oxygen is consumed together
with protons and electrons, producing water along with waste
heat. The cathodic half-reaction, i.e. the ORR, is given by:

O2 + 4H+ + 4e− → 2H2O (1)

Thus, the cathode catalyst layer is a complex porous structure
comprising of three phases. An excellent account on the struc-
tures and functions of the catalyst layer was given by Gottesfeld
and Zawodzinski [1].

Various modeling approaches have been used for catalyst lay-
ers. In most of the macroscopic models in the literature [2–5],
developed for the polymer electrolyte fuel cell, the active cat-
alyst layer was not the main focus, rather treated either as an
ultra-thin layer in terms of an interface or as a macrohomoge-
neous porous layer. Essentially based on the theory of volume
averaging, these models specifically developed for PEFC cata-
E-mail address: cxw31@psu.edu (C.-Y. Wang).
1 Present address: Plugpower Inc., 968 Albany-Shaker Road, Latham, NY
2110, USA.

lyst layers, can be further categorized as a homogeneous model,
a film model and an agglomerate model. Springer and Gottes-
feld [6], Eikerling and Kornyshev [7], Perry et al. [8] presented
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some comprehensive analytical and numerical solutions for the
cathode catalyst layer under various conditions. Recently, Wang
[9] and Weber and Newman [10] provided excellent overviews
of the various catalyst layer models.

However, these models do not address the local pore-scale
phenomena. In their work, Pisani et al. [11] constructed an ana-
lytical pore-scale model to study the effects of catalyst layer
pore structure on performance over idealized, one-dimensional
(1-D) pore geometry. Their emphasis was to ascertain the pore-
scale phenomena, for example, the variation of the reactant
concentration within the electrolyte phase at the pore-level and
decouple these primary variables varying at the pore-level from
the ones, which show no pore-scale variation. Preferential non-
homogeneity was inducted into the model by defining an effec-
tive reaction rate through a modified analytical expression of
the Butler–Volmer equation deduced separately for each of the
simplified geometries under consideration. Although, they tried
to show the effect of the non-homogeneous porous structure
through partly accounting for the modified reaction rate, their
approach lacked a unified pore-level description of the species
and charge transport. The objective of the present work is to
demonstrate, for the first time, the development and imple-
mentation of a direct numerical simulation (DNS) model on
idealized two- and three-dimensional (2- and 3-D) catalyst layer
microstructures and assess the effects of morphological param-
eters on the performance of the cathode catalyst layer through
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Fig. 1. Schematic diagram of the 2-D computational domain.

trons due to the ORR. The catalyst layer thickness is considered
to be 20 �m in the present study.

2.1.1. Model assumptions
As a first step toward modeling the cathode catalyst layer

using the DNS approach, the following assumptions are made:

• At the reaction interface, thermodynamic equilibrium is
assumed to exist between the oxygen concentration in gas
phase and that dissolved in the electrolyte phase. O2 diffu-
sion resistance through the electrolyte film is ignored due to
the small thickness of the film (estimated to be ∼5 nm).

• The mass balance of product water is not considered, assum-
ing that water is in the gas phase due to heat generation in the
CL and diffuses out of CL sufficiently fast. This assumption
may bring considerable error at large current densities, which
will be justified later.

• The proton conductivity in the electrolyte phase is treated as
a constant, though it actually depends on the water content in
the ionomer.

• Isothermal and steady state operation.

2.1.2. Governing equations
A single set of governing differential equations valid for all

the phases is developed; therefore, no internal boundary condi-
t
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systematic pore-scale description of the underlying transport
rocesses.

. DNS model

The DNS model has essentially two steps: the first step is the
onstruction of the catalyst layer microstructure describing the
nderlying micro-morphology comprising of various phases and
he next step is to solve the transport equations for charge and
pecies conservation directly on the microstructure. For the ORR
o occur, a typical cathode catalyst layer is assumed to consist
f uniformly dispersed Pt particles between the electronic phase
i.e. carbon) and the electrolyte phase (i.e. Nafion®) forming an
ctive reaction interface, which is further accessible, by oxygen.
arious symbols used in the following subsections are defined

n the nomenclature.

.1. Idealized 2-D microstructure

According to the basic features of the catalyst layer
icrostructure described above, a 2-D realization of it is con-

tructed as shown in Fig. 1. In the schematic diagram, x-direction
s across the catalyst layer thickness and y-direction represents a
eriodic repeating unit of the actual catalyst layer. In the physical
ystem, a thin film of ionomer is assumed to exist between the
lectronic phase and the gas phase forming an active catalyzed
nterface. Protons migrate into the CL from the membrane side
n the left boundary (i.e. x = 0) and oxygen diffuses into the layer
hrough the gas diffusion layer (GDL) on the right boundary (i.e.
= xL). Oxygen thereafter dissolves in the electrolyte film and is
onsumed at the catalyzed interface along with protons and elec-
ion is required to be specified at the phase interfaces. Due to
low kinetics of the ORR, the rate of electrochemical reaction
ssumes Tafel kinetics as:

= −i0
cO2

cO2,ref
exp

(
αcF

RT
η

)
(2)

he overpotential, η, is defined as:

= φs − φe − Voc (3)

here φs and φe stand for the electronic and electrolyte phase
otentials at the reaction sit, respectively. Voc is the reference
pen-circuit potential of the cathode under the specified opera-
ion temperature.

The charge conservation for electron and proton and oxygen
onservation equations can be described, respectively, as:

· (σ∇φs) + a

∫
Γ

jδ(x − xinterface)ds = 0 (4)

· (κ∇φe) + a

∫
Γ

jδ(x − xinterface)ds = 0 (5)
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∇.(D∇cO2 ) + a

∫
Γ

j

4F
δ(x − xinterface)ds = 0 (6)

where the transfer current density, j, is positive for the elec-
tronic phase and negative for the electrolyte phase since current
is transferred from the electronic phase into the electrolyte. σ

and κ represent electronic conductivity and electrolyte conduc-
tivity, respectively and D refers to the oxygen diffusivity in the
gas phase. Also, a represents the specific interfacial area and is
defined as the interfacial surface area, where the reaction occurs
per unit volume of the catalyst layer, s is the interface, Γ rep-
resents the interfacial surface over which the surface integral is
taken, δ(x − xinterface) is a delta function which is zero every-
where but unity at the interface, where the reaction occurs.

2.1.3. Model boundary conditions
On the left boundary, a constant current density, id, is applied

through the electrolyte phase, while it is transferred out of the
electronic phase on the right boundary. A constant oxygen con-
centration equal to the value at the channel inlet is assumed on
the right boundary. The boundary conditions can, therefore, be
summarized as follows:

cO2 = cO2,0, in the gas phase, at x = xL (7)

−σ
∂φe = id, in the electrolyte phase, at x = 0 (8)
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Table 1
Model input parameters

Parameter Solid phase Electrolyte phase Gas phase

Conductivity, σ (S/cm) 50 0.05 0
O2 diffusion coefficient,

D (cm2/s)
0 0 0.01

Inlet pressure (kPa) 150
Reference concentration

(mol/cm3)
51.1 × 10−6

Temperature, T (◦C) 80
Catalyst layer thickness

(�m)
20

CL domain size in the
periodic planes (�m)

3

Electronic phase volume
fraction, εs

0.5

Electrolyte phase volume
fraction, εe

0.25

Gas phase volume
fraction, εg

0.25

Exchange current density,
i0 (A/cm2)

1.0 × 10−8

Cathodic transfer
coefficient, αc

1.0

Open-circuit potential,
Voc (V)

1.1

and a mixed electrolyte/electronic phase. On the left bound-
ary, protons migrate into the CL from the membrane and on the
right boundary, oxygen and electrons transport into the layer
through the GDL. The catalyst layer to be considered typi-
cally ranges from 10 to 20 �m thick and the pore size is about
one to two orders-of-magnitude smaller. In the present study,
the pore size is approximately specified by the elementary cell
size in the computational domain. In the y–z-directions, the
computational domain is assumed to have symmetry boundary
conditions such that many repeating units form the entire catalyst
layer.

2.2.1. Model assumptions
Pertinent assumptions made additionally to the 3-D simula-

tion of the CL are as follows:
∂x

κ
∂φs

∂x
= id, in the electronic phase, at x = xL (9)

∂cO2

∂n
= 0,

∂φ

∂n
= 0, everywhere on the other boundaries (10)

.1.4. Solution procedure
The governing partial differential equations are discretized

sing the control volume-based finite difference method by
atankar [12] and the resulting set of algebraic equations are

teratively solved. The number of cells used in the simulations
s 160 in the x-direction and 24 in the y-direction. The input
arameters, including the properties of each phase, are given in
able 1. The equations are solved simultaneously and conver-
ence is considered to be reached, when the relative error in each
eld between two consecutive iterations is less than 10−5.

.2. Three-dimensional regular microstructure

It should be noted that the idealized two-dimensional
icrostructure shown in Fig. 1 has some departure from real-

ty. For instance, the reaction area obviously seems to be
uch less than that in a real 3-D catalyst layer, in which case

he reaction area is roughly 100 times larger than the nomi-
al electrode cross-sectional area. To demonstrate the concept
nd utility of the DNS approach in assessing the effects of
he micro-morphology on pore-scale diffusion and reaction, a
hree-dimensional microstructure is, therefore, constructed to
pply the DNS model, as shown in Fig. 2. Here, the cata-
yst layer is simplified to contain two phases, the gas phase
 Fig. 2. Schematic diagram of the 3-D catalyst layer structure.
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• The electronic phase potential is assumed to be uniform
because the electrode is very thin and its electronic conductiv-
ity is sufficiently high. Thus, electron transport does not need
to be considered. Under this assumption, the mixed phase is
treated as the electrolyte phase and the ionic conductivity is
duly corrected with respect to the mixed phase volume frac-
tion using Bruggeman correlation as follows:

κ = κ0 ·
(

εe

εe + εs

)1.5

= κ0 ·
(

εe

1 − εg

)1.5

(11)

where κ0 is the intrinsic conductivity of the electrolyte, and
εe, εs and εg are the electrolyte, electronic and pore volume
fractions, respectively. In this study, the ratio of the electrolyte
phase volume fraction to that of the electronic phase is fixed at
unity and κ0 is assumed constant. Henceforth, for simplicity,
the mixed phase is referred to as the electrolyte phase.

• The interface between the gas phase and the mixed phase is
assumed to be completely catalyzed and activated by platinum
nanoparticles. The entire interface is, therefore, electrochem-
ically active for the ORR.

2.2.2. Governing equations
Under the assumptions already stated, the governing equa-

tions for charge transport in the electrolyte phase and oxygen
transport in the gas phase, respectively, are:

∇

∇

T
t
O

w

the governing equations are extended to the entire computational
domain by incorporating a phase function f. The phase function
is defined as unity in the electrolyte phase and zero in the gas
phase, respectively. The proton conductivity and oxygen diffu-
sivity can be generally expressed, at each elementary cell center,
in the discretized sense, as:

K(i, j, k) = κ · f (i, j, k) (14)

D(i, j, k) = D
g
O2

· [1 − f (i, j, k)] (15)

The transfer current between the two neighboring cells at the
phase interface, shown in Fig. 3, is given by the Tafel equation
as follows:

j = i0
cO2 (i + 1, j, k)

c
g
O2,ref

exp

[
αcF

RT
φe(i, j, k)

]
(16)

where φe(i, j, k) has been used to represent the cathodic over-
potential in the kinetic expression since both the open-circuit
potential and the electronic phase potential are constant. It
should be noted that the prefactor, io, is the modified exchange
current density after replacing overpotential, η, in Eq. (2) with
the expression given by Eq. (3). The control volume, with cell
center (i, j, k), has six interfaces with the neighboring cells, where
the electrochemical reaction might occur. The sum of the flux
from all the reactions can be expressed as the volumetric source
term. Therefore, the source/sink terms in Eqs. (12) and (13) can
b
t

S , j, k

+ 1,

S , k) e

f (i

f (i,

F
w
c
E
p
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i

· (κ∇φe) + a

∫
Γ

jδ(x − xinterface)ds = 0 (12)

.(Dg
O2

∇cO2 ) + a

∫
Γ

j

4F
δ(x − xinterface)ds = 0 (13)

he second term in both the equations represents a source/sink
erm only at the electrochemically active interface where the
RR takes place.
In order to facilitate numerical solution of Eqs. (12) and (13)

ithout resolving the microscopically complex phase interface,

�(i, j, k) = − i0

c
g
O2,ref

f (i, j, k) exp

[
αcF

RT
φe(i, j, k)

]
.

{
[1 − f (i

+ [1 − f (i, j − 1, k)]
cO2 (i, j − 1, k)


y
+ [1 − f (i, j

+[1 − f (i, j, k + 1)]
cO2 (i, j, k + 1)


z

}

O2 (i, j, k) = − i0

4Fc
g
O2,ref

[1 − f (i, j, k)]cO2 (i, j, k).

{
f (i − 1, j

+ f (i + 1, j, k) exp

[
(αcF/RT )φe(i + 1, j, k)


x

]
+

+f (i, j + 1, k) exp

[
(αcF/RT )φe(i, j + 1, k)


y

]
+

+f (i, j, k + 1) exp

[
(αcF/RT )φe(i, j, k + 1)


z

]}
e replaced with discretized terms, S� and SO2 , respectively, at
he cell center (i, j, k) and can be expressed as:

)]
cO2 (i − 1, j, k)


x
+ [1 − f (i + 1, j, k)]

cO2 (i + 1, j, k)


x

k)]
cO2 (i, j + 1, k)


y
+ [1 − f (i, j, k − 1)]

cO2 (i, j, k − 1)


z

(17)

xp

[
(αcF/RT )φe(i − 1, j, k)


x

]

, j − 1, k) exp

[
(αcF/RT )φe(i, j − 1, k)


y

]

j, k − 1) exp

[
(αcF/RT )φe(i, j, k − 1)


z

]

(18)

rom Eq. (17), it is apparent that only the electrolyte phase,
ith the phase function f of unity, has a non-zero source term for

harge transport when there is a gas phase next to it. Similarly, in
q. (18), only the gas phase cell having neighboring electrolyte
hase cells has a source term due to oxygen consumption.

.2.3. Boundary conditions
The computational domain for 3-D simulations is schemat-

cally shown in Fig. 4. Basically, only one quarter of the full
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Fig. 3. The transfer current between two adjacent cells.

domain, shown in Fig. 2, is considered due to the symme-
try in y- and z-directions. The computational domain extent is
20 �m × 3 �m × 3 �m. At the left boundary, where the protons
migrate from the membrane, one cell layer of all electrolyte
phase is added to the computational domain. The operating
current density is uniformly applied to this additional layer, mak-
ing the boundary condition straightforward to be implemented.
Likewise, one cell layer of all gas phase is applied at the right
boundary, which supplies oxygen at a constant concentration. In
summary, the boundary conditions are described as,

At y = 0, y = yL, z = 0, z = zL:

∂cO2

∂n
= 0,

∂φe

∂n
= 0 (19)

At the left boundary (i.e. the membrane–CL interface):

x = 0,
∂cO2

∂n
= 0, −κ

∂φe

∂n
= id (20)

At the right boundary (i.e. the CL–GDL interface):

x = xL, cO2 = cO2,0,
∂φe

∂n
= 0 (21)

2.2.4. Model input parameters
The input parameters including the transport and kinetic

p
f
t

2.2.5. Solution procedure
The conservation equations, Eqs. (12) and (13) were dis-

cretized and solved using the commercial CFD software Fluent®

[13]. The user defined functions (UDF) capability available in
the Fluent® software was deployed to customize the source
terms, given by Eqs. (17) and (18), as well as to solve the set
of transport equations for the DNS calculation. For the baseline
simulation, with nominal porosity of 0.375, a uniform mesh size
of 42 × 12 × 12 in the x-, y- and z-directions, respectively was
found to be sufficient and convergence was considered achieved
when the relative error, for each scalar, between two successive
iterations reached 10−6.

3. Results and discussion

3.1. 2-D model: kinetics- versus transport-limited regimes

In this section, the capabilities of the present DNS model
are illustrated by comparing the simulation results with some
experimental data. Further, the simulation results are analyzed
to understand the various voltage losses from the cathode cat-
alyst layer. Two sets of simulations are carried out using pure
oxygen and air as oxidant, respectively, at various current densi-
ties. Oxygen and air are both fed at a pressure of 150 kPa when
the cell is operated at 80 ◦C. In each set of calculations, a special
case, in which the diffusion coefficient of O in the gas phase
i
c
a
f

F
b
a
t
i
e
m

F

arameters used in the three-dimensional study are mainly taken
rom Table 1 in order to compare the results with those from the
wo-dimensional prediction.

Fig. 4. Computational domain for the 3-D DNS model.
2
s set to be infinitely large, is simulated to mimic the limiting
ase without the O2 transport loss. Then, the two sets of results
re compared with the corresponding experimental observations
rom the literature that are operated under similar conditions.

Polarization curves for various simulations are summarized in
ig. 5, including an analytical solution for the limiting case with
oth infinitely large proton conductivity in the electrolyte phase
nd O2 diffusivity in the gas phase. In general, when the conduc-
ivities of both electronic phase and electrolyte phase become
nfinitely large, the overpotential becomes uniform across an
lectrode with a constant open-circuit potential. Then, if the
ass diffusivity of the reactant is set to be infinitely large to

ig. 5. Numerical predictions of the voltage losses in the cathode catalyst layer.
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have a uniform concentration distribution, the electrochemical
reaction rate will be uniform throughout the electrode. In this
case, with Tafel kinetics for the ORR, the current balance for the
catalyst layer yields:

i0
cO2

cO2,ref
exp

(
−αcF

RT
η

)
.Areaction = id · Across (22)

where Areaction stands for the total reaction area and Across rep-
resents the cross-sectional area on which the discharge current
density, id, is applied. It should be noted that the concentration,
cO2 and overpotential, η, are constant in Eq. (22). A new param-
eter is defined to denote the area ratio as:

A0 = Areaction

Across
(23)

The only voltage loss in this case, i.e. the kinetic loss is given
by:

|η| = 2.303
RT

αcF

[
log id − log

(
A0i0

cO2

cO2,ref

)]
(24)

In Eq. (24), the Tafel slope, 2.303(RT/αcF), is denoted by b and
has the unit of mV/decade. In our simulation, b has the value of
70 mV/decade with αc of 1.0 and an operation temperature of
80 ◦C. Eq. (24) states that in the absence of ohmic and transport
losses, the cathode voltage drop will increase by 70 mV once
t
c
1
f
f
l
c
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Fig. 6. Distributions of the overpotential and oxygen concentration across the
thickness of the catalyst layer at current density of 3.16 A/cm2.

the cathode IR-free potential by eliminating all the ohmic resis-
tances. Different Pt-loadings are applied for both O2 and air as
the oxidant. It is observed that the curves simply shift down when
the lower Pt-loading of 0.10 mg Pt/cm2 is applied at the cathode.
This is because the total reaction area decreases, subsequently,
increasing the kinetics losses, as explained by Eq. (24).

Now, a comparison is made between the experimental obser-
vations (Fig. 7) and the predictions by the DNS calculations
(Fig. 5). First, the kinetic losses in the two figures look differ-
ent quantitatively. At the current density of 0.1 A/cm2, the ORR
kinetic losses in the experiments are about 370 mV assuming an
equilibrium potential of 1.18 V corresponding to the air oxidant
and 0.40 mg Pt/cm2 catalyst loading in the cathode. However,
the same losses in the DNS result are as large as 470 mV. This
difference is mainly due to the small reaction surface area in
the idealized structure used in simulations. It can be estimated
that the total surface area ratio of Pt catalyst at the cathode
is about 140 cm2 Pt/cm2 (electrode cross-sectional area) in the
experiments when the 0.40/0.40 mg Pt/cm2 Pt-loadings are used
with typical dispersion surface area of Pt particles at 35 m2/g Pt.
On the other hand, this value in the model is only 10. Conse-

F

he current density, id, increases by a factor of 10 or either the
oncentration, cO2 , or the area ratio A0 decreases by a factor of
0. In Fig. 5, the two straight lines show the pure kinetics losses
or O2 and air as oxidant, respectively. Clearly, since the mole
raction of O2 in air is 0.21, there will be about 47 mV more
osses when air is used instead of pure O2 from the following
alculation:

EO2⇒air = 70 · log

(
100%

21%

)
= 47 mV (25)

Fig. 5 also indicates that there are additional voltage losses
hen realistic electrolyte conductivity and O2 diffusivity val-
es are employed. These additional losses have been identified
s ohmic losses and O2 transport losses in the plot. To reveal
hese losses, the distributions of O2 concentration and overpo-
ential are plotted for the three different cases in Fig. 6. The
orresponding operating current density is 3.16 A/cm2 with air
s the oxidant. When a realistic electrolyte conductivity value
s used, the overpotential becomes non-uniform as shown by
he dash line. The overpotential at the interface with the mem-
rane, η0, which stands for the total voltage loss in the catalyst
ayer, increases significantly from the dash-dot line to the dash
ine, when κ changes from infinity to 0.05 S/cm. When a realis-
ic diffusivity value is incorporated, as shown by the solid line,
0 becomes even larger due to the O2 diffusion resistance. The
alue of η0 could increase further if O2 is depleted near the
embrane–CL interface, which would occur at a higher current

ensity. Correspondingly, these two additional voltage losses are
arked as ohmic losses and O2 transport losses in Fig. 5.
Experimental observations by Gasteiger et al. [14] are plot-

ed in Fig. 7 in a similar fashion as in Fig. 5. The y-axis denotes
 ig. 7. Experimental observations of the voltage losses (Gasteiger et al. [14]).
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quently, this difference by an order-of-magnitude in the surface
area results in more voltage losses by as much as 80 mV in
the simulations than that in the experiments. Furthermore, the
Tafel slope obtained from the experiments is measured to be
66 mV/decade, while being 70 mV/decade in the simulations.
This leads to another 30 mV more kinetic losses in the simula-
tion results than that in the experimental data.

Secondly, the O2 transport characteristics appear different
between experiments and simulations, though they are in quali-
tative agreement. In Fig. 7, the transport-limited regime is iden-
tified when the current density is larger than 0.1 A/cm2, which
means the transport losses begin to appear in that region for air
as the oxidant. In the simulations, when air is used as the oxi-
dant, the transport of O2 does not result in additional voltage
drop until the current density is increased to 1 A/cm2, where the
deviation initiates. For pure oxygen as the oxidant, the diffusion
becomes limiting at 5 A/cm2, although the experiments have not
been carried out at such a high rate. There are three factors that
could explain why the O2 transport losses appear later in the
simulations than in the experiments. The most important rea-
son is perhaps due to the better diffusion through the idealized
geometry of pore spaces. Furthermore, in the present model,
the blocking effect due to the product water has not been con-

sidered, which could also retard O2 diffusion to some extent.
Another possible explanation is that at the interface between the
simulated catalyst layer and the gas diffusion layer (GDL), the
O2 concentration value is assumed the same as that at the chan-
nel inlet. Neglecting the diffusion resistance through the GDL
could make the oxygen concentration at the CL–GDL interface
significantly larger than a realistic value. Note that Stumper et al.
[15] most recently measured an effective O2 diffusivity across
the CL–GDL composite medium that is nearly one order-of-
magnitude lower than the gas counterpart. Nevertheless, DNS
approach has been successfully utilized to delineate the various
physical processes accounting for the different voltage drops in
the cathode catalyst layer.

3.2. 3-D model: electrolyte potential and oxygen
concentration fields

The catalyst layer with a thickness of 20 �m, porosity of
0.375 and pore size of ∼0.5 �m (i.e. macropores) is taken as
a baseline case to perform the three-dimensional DNS model.
The electrolyte phase potential and oxygen concentration fields
predicted by the DNS model are illustrated in Figs. 8 and 9,
respectively, under the operating current densities of 0.04,
Fig. 8. Electrolyte potential (V) field at 0.0
4, 0.8 and 4 A/cm2 current densities.
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Fig. 9. Oxygen concentration (mol/m3) field at 0.04, 0.8 and 4 A/cm2 current densities.

Fig. 10. Comparison of the polarization curves from the 2-D and 3-D DNS
calculations. Fig. 11. Polarization curves with different porosities.
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0.8 and 4 A/cm2, corresponding to the kinetic control regime,
mixed control regime and oxygen transport control regime,
respectively.

At the small current density, the potential and oxygen con-
centration distributions are uniform, indicating a uniform reac-
tion current across the catalyst layer. When the current density
increases, the ohmic drop in the electrolyte phase makes the over-
potential gradually increase toward the membrane–CL interface,
causing the reaction to mostly concentrate at the front side of
the catalyst layer. Correspondingly, oxygen concentration gra-
dient begins to appear. After the current density is further raised,
the front side becomes depleted of oxygen. Consequently, the
total voltage loss, indicated by the overpotential at the interface
with the membrane, increases dramatically not only because the
proton migration through the oxygen-depletion region leads to
considerable ohmic drop, but also because the reaction site is
significantly reduced due to oxygen-depletion.

3.3. Comparison of the polarization curves between 2-D
and 3-D simulations

The polarization curve generated by the three-dimensional
DNS calculation is compared in Fig. 10 with the 2-D prediction.

It should be noted that the term “polarization curve” refers to
the voltage loss versus current density curve throughout this arti-
cle instead of the standard I–V curve, otherwise used widely in
fuel cell literature. These two simulations are carried out under
exactly the same conditions, except for the different geometries.
It is also important to keep in mind that for comparison in Fig. 10,
a porosity of 0.25 is used for the 3-D simulation, although the
results from the baseline simulation with a porosity of 0.375 are
reported in this work, if not otherwise mentioned specifically.
As expected, the effects due to the three-dimensional geometry
can be identified in two different regimes. In the kinetic con-
trol regime, voltage loss from the three-dimensional model is
about 20 mV less than that from the two-dimensional model.
Apparently, this is due to the increased phase interfacial area,
which is one of the purposes to introduce the 3-D model. From
the calculation, the total interfacial area for the 3-D geometry
is around 20 times the electrode cross-sectional area, doubling
the total area from the 2-D geometry. Therefore, it results in
20 mV less kinetics loss based on the 70 mV/decade Tafel slope
as calculated earlier in the 2-D simulation. Another influence of
the 3-D geometry is reflected in the transport of oxygen. Due
to the more tortuous path in the 3-D structure, oxygen transport
through the gas phase is restricted within the 3-D geometry. As
Fig. 12. Oxygen concentration (mol/m3) conto
urs at 4 A/cm2 with different porosities.
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a result, oxygen-depletion occurs earlier and the mass transport
limiting current density decreases.

3.4. Porosity effect

Fig. 11 shows the effect of porosity on the polarization curve.
Under small current densities in the kinetic regime, there is lit-
tle difference in the cathode loss between different porosities
because the respective interfacial areas for reaction are almost
the same. This slight difference disappears at the moderate cur-
rent densities with large porosity leading to higher ohmic drop
due to the presence of less electrolyte phase volume fraction
to conduct protons. However, when oxygen transport becomes
dominant at high current densities, the performance of large
porosity is greatly improved with considerable decrease of volt-
age loss due to the enhanced oxygen transport. This effect is
clearly shown in Figs. 12 and 13.

Fig. 12 compares the oxygen concentration fields with dif-
ferent porosities operated at 4 A/cm2. The comparison shows
that when the porosity is decreased, the oxygen-depleted region
near the membrane is expanded evidently. Obviously, this is due

to the reduced effective diffusivity from the smaller pore vol-
ume fraction. As a result of oxygen-depletion, the reaction zone
is shifted to the back end of the catalyst layer (adjacent to the
GDL), which is marked with the arrow in Fig. 13. With low
porosity, the current has to flow through the electrolyte phase in
the dominant part of the whole layer. This additional ohmic drop
is the main reason why the low porosity leads to dramatically
increased loss within the oxygen-depletion region.

3.5. Pore size and catalyst layer thickness effects

The pore size effect on the polarization curve is illustrated
in Fig. 14. Three different pore sizes (0.5, 1.0 and 2.0 �m) have
been simulated. The effect of increasing pore size is two-fold;
first, the phase interfacial area is reduced. This is obviously
observed from the polarization curves at small current densities,
where higher kinetics drop results from the larger pore size. The
doubled pore size brings about 20 mV more overpotential since
the reaction area is reduced to one-half. The second effect is due
to improved oxygen transport. The larger the pore size, the less
severe is the oxygen transport limitation and better performance
Fig. 13. Electrolyte potential (V) contours
 at 4 A/cm2 with different porosities.
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Fig. 14. Polarization curves with different pore sizes.

is obtained. This pore size effect reveals a unique advantage of
the DNS model over the macrohomogenous model because the
effective transport properties depend only on the porosity and
tortuosity in the latter.

Fig. 15 shows that the catalyst layer thickness plays similar
roles in the kinetic regime and mass transport limitation regime.
The thicker catalyst layer provides more reaction site for transfer
current, which would reduce the kinetic loss. At moderate cur-
rent densities, more ohmic drop is generated for a thicker layer
because the protons need to migrate through a longer electrolyte
pathway. After oxygen-depletion occurs, additional ohmic drop
is produced due to the expanded oxygen-depleted region within
a thicker catalyst layer. Therefore, the thickness of the catalyst
layer also needs to be optimized to combine the effects of the
number of reaction site, ohmic drop and oxygen diffusion under
the target operation.

4. Conclusions

Pore-level description of the charge and oxygen transport is
achieved through the systematic development of a direct numer-
ical simulation model on regular 2- and 3-D realizations of the
cathode catalyst layer microstructure. The 3-D microstructure
provides a better delineation of the porous structure in terms of
tortuosity and interfacial reaction surface area as compared to
the 2-D structure. The advantage of the DNS model over the
macrohomogeneous model is illustrated through resolving the
microstructure and integrating its interaction with the underlying
transport phenomena in the catalyst layer.
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Appendix A. Nomenclature

a specific interfacial area (cm2/cm3)
b Tafel slope (mV/decade)
ci local concentration of species i (mol/m3)
Di diffusion coefficient of species i (m2/s)
f
F
i
i
j
p
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S
T
V
x
y

G
α

ε

η
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Fig. 15. Polarization curves with different catalyst layer thickness.
phase function for the single domain approach
Faraday’s constant (96,487 C/mol)

d current density (A/cm2)
0 exchange current density (A/cm2)

reaction current density (A/cm2)
pressure (Pa)
universal gas constant (8.314 J/(mol K))
source term in the governing equations
absolute temperature (K)

oc open-circuit potential (V)
x-coordinate (�m)
y-coordinate (�m)

reek letters
c cathodic transfer coefficient
κ volume fraction of phase, k, in the catalyst layer

surface overpotential (V)
electrolyte conductivity (S/m)
conductivity of solid active material in an electrode
(S/m)

κ electrical potential in phase k (V)

ubscripts and superscripts
electrolyte phase
gas phase
catalyst layer thickness

2 oxygen
ef reference value

electronic phase
boundary value at the CL–GDL interface or ini-
tial/intrinsic value
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