A840 Journal of The Electrochemical Society, 153 (5) A840-A849 (2006)
0013-4651/2006/153(5)/A840/10/$20.00 © The Electrochemical Society

Stochastic Microstructure Reconstruction and Direct Numerical
Simulation of the PEFC Catalyst Layer

Partha P. Mukherjee® and Chao-Yang Wang™*”

Electrochemical Engine Center (ECEC) and Department of Mechanical and Nuclear Engineering,
The Pennsylvania State University, University Park, Pennsylvania 16802, USA

A direct numerical simulation (DNS) model of species and charge transport in the cathode catalyst layer of a polymer electrolyte
fuel cell has been developed. The 3D porous microstructure of the catalyst layer has been reconstructed based on a stochastic
technique using the low-order statistical information (porosity, two-point correlation function) as obtained from 2D transmission
electron microscopy (TEM) micrographs of a real catalyst layer. In this microscopically complex structure, the DNS model solves
point-wise accurate conservation equations, thereby obtaining a pore-scale description of concentration and potential fields. DNS
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effective transport properties as input into macroscopic computational fuel cell models. Finally, the utility of the stochastic
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In polymer electrolyte fuel cells (PEFCs), electrochemical reac-
tions take place in the catalyst layers (CLs), which are often the
thinnest component in a membrane electrode assembly (MEA).
Within the anode catalyst layer, hydrogen is oxidized, and within the
cathode catalyst layer, oxygen reduction reaction (ORR) takes place
to produce water and waste heat. Although there have been tremen-
dous improvements, major voltage losses in PEFCs are still due to
poor kinetics of the ORR and mass-transport limitations in the cath-
ode catalyst layer. The cathode catalyst layer is, therefore, a critical
component in a PEFC. The catalyst layer has a complex structure,
and a good overview of its structure and functions is provided by
Gottesfeld and Zawodzinski.' For the electrochemical reaction to
occur, the cathode catalyst layer must consist of: (i) the ionomer,
typically fluorinate types such as Nafion, to provide the pathways
for proton transport, (if) platinum (Pt) catalysts supported on carbon
particles, i.e., the electronic phase for electron conduction, and (iii)
pores for the oxidant and product water transport.

Different approaches have been undertaken in the literature to
model the catalyst layer of a PEFC. In most of the macroscopic
models reported in the literature, the active catalyst layer was treated
either as an infinitely thin interface or a macrohomogeneous porous
layer. A few CL-specific detailed models were developed for PEFCs
primarily based on the theory of volume averaging, which can be
further distinguished as film model, homogeneous model, and ag-
glomerate model. Several analytical and numerical solutions for the
cathode catalyst layer under various condrtrons were provided by
Springer and Gottesfeld,? Perry et al..’ and Eikerling and
Kornyshev4 Comprehensive overviews of the various catalyst layer
models were furnished in the recent reviews by Wang and Weber
and Newman.®

Because the catalyst layer consists of both the ionomer and gas
phase, water management becomes an important issue, especially
for the cathode catalyst layer. The ionomer requires water for good
proton conductivity. Water is produced due to ORR, and water also
migrates from the anode side through the polymer membrane due to
electro-osmotic drag, thus causing flooding of the cathode catalyst
layer, leading to hindered oxygen transport to the reaction sites.
Hence, investigating water transport in the cathode catalyst layer is
of paramount importance. Several groups have modeled water trans-
port in PEFCs at various levels of complexity. Among the various
water transport models for the catalyst layer, developed within the
general framework of computational fuel cell dynamics (CFCD),
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notable works include Wang and co- workers  Dutta et al.,”!”

Berning et al., ' and Mazumder and Cole." However as far as the
catalyst layer modeling is concerned, Berning et al.' treated the
catalyst layer as an interface between the membrane and the gas
diffusion layer (GDL), Dutta et al.” %10 4id not 1nclude the MEA in
the computational domain. While Mazumder and Cole' supposedly
did not consider water transport through the membrane, Wang and
co-workers”® provided a comprehensive water transport model
throughout the PEFC including the MEA.

However, the above-mentioned macroscopic models do not ad-
dress localized phenomena at the pore level. Pisani et al.” devel-
oped an analytical pore-scale model over idealized, one-dimensional
pore geometry and assessed the effects of catalyst layer pore struc-
ture on polarization performance. In brief, their focus was to distin-
guish the pore-scale processes (e.g., pore-level variation of reactant
concentration in the electrolyte phase) from the ones that do not
change over the pore dimension. They derived an analytical expres-
sion of a modified Butler—Volmer equation, separately for each sim-
plified geometry under consideration, to describe the effective reac-
tion rate, which, in turn, partly accounts for the porous structure
inhomogeneity effect. However, their model lacks the generalized
description of pore-scale charge and species tran 5port as well as a
realistic CL microstructure. In our recent work,'*!> a direct numeri-
cal simulation (DNS) model has been developed to describe the
oxygen and charge transport at the pore level within an idealized as
well as a purely random, computer-generated catalyst layer micro-
structure and the importance of pore-scale modeling of the catalyst
layer has been demonstrated.

In the present work, we develop a realistic, statistically rigorous
3D description of the catalyst layer microstructure using a stochastic
reconstruction technique with inputs from the transmission electron
microscopy (TEM) image of an actual CL and subsequently solve
transport equations for charge, oxygen, and water directly at the
pore level. We first describe the CL reconstruction using the stochas-
tic generation method. Thereafter, the mathematical description of
the DNS model is furnished followed by the discussion of important
predictions from this work.

Microstructure Reconstruction

A detail description of the porous microstructure can be obtained
in the form of 3D volume data. Several experimental techniques can
be deployed to image the pore structure in three dimensions. Earlier
attem;é)ts include employing destructive serial sectioning of pore

casts to reconstruct the complex pore space. Recently, non-
invasive techniques such as X-ray and magnetic resonance com-
puted microtomography ™ and scanning laser confocal

microscopy” are the preferred choices over the earlier destructive
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methods. Additionally, 3D porous structure can be generated using
stochastic simulation technique, originally developed by Joshi?! in
two dimensions (2D) and later extended to three dimensions (3D) by
Quiblier.22 The stochastic simulation technique is capable of gener-
ating 3D replicas of the random microstructure based on specified
low-order statistical information (e.g., porosity and two-point corre-
lation function). Such information can be readily obtained from
high-resolution 2D binary micrographs of a porous sample. In the
absence of adequate 3D volume data, the low cost and high speed of
data generation as well as the ability to overcome present resolution
constraints of computed microtomography (ca. 5-10 pm per voxel)
have established the base for the wide acceptance of the stochastic
generation method as a viable alternative to experimental acquisition
of 3D volume data.

Stochastic generation method.— The stochastic simulation tech-
nique is based on the idea that an arbitrarily complex pore structure
can be described by the values of a phase function, Z(r), at each
point, r, within the porous medium. The phase function takes the
values of zero or unity depending on whether the point corresponds
to void or solid, respectively, and can be defined as”™

0 if r is in the pore space
Z(r) = . (1]
1 otherwise
If the pore structure is statistically homogeneous, then it can be
fully, albeit implicitly, described by the first two statistical moments
of the binary phase function. These are the porosity & and two-point
autocorrelation function, R,(u). The porosity is the probability that a
voxel, i.e., each elementary unit arising from discretizing the 3D
continuum space, is in the pore space, and is given by23

e =2Z(r) (2]

The two-point autocorrelation function is the probability that two
Voz)gels at a distance r are both in the pore space and can be defined
as

R(u) = [Z(r) - e][Z(r + u) — e]/(e — &?) [3]

where overbar denotes statistical average and u is the lag vector. For
a statistically homogeneous porous medium, € is a constant and
R(u) is only a function of the lag vector, u, i.e., independent of the
location vector r. Furthermore, if the porous medium is isotropic,
the autocorrelation function Rz(u) is only a function of the norm of
u.

In general, the stochastic generation method creates a realization
of the 3D porous medium in terms of a binary, discrete population
Z(x), which takes only two values 0 and 1, by transforming a Gauss-
ian set, X(x), of standard, normal variates x. The final 3D binary
image represents a porous structure of prescribed porosity and auto-
correlation function. As mentioned earlier, this statistics-based re-
construction method was oriéinally deve10£ed in 2D by Joshi®" and
extended to 3D by Quiblier.”™” Adler et al.”" applied it to the recon-
struction of Fontainbleau sandstone. loannidis et al.> modified this
method slightly bzy using discrete Fourier transform, originally de-
vised by Gutjahr. ® In our study, we employed a simplified version
by Bentz and Ma.rtys27 of the approach outlined by Quiblier.”

The reconstruction technique starts with computing the autocor-
relation function of the 2D TEM image from the original porous
medium. To minimize finite size effects, periodic boundaries are
utilized during microstructure generation. If the M XN pixel 2D im-
age is defined as a discrete valued function I(x,y), where I(x,y) is
equal to one for solid pixels and zero for pore pixels, the two-point
correlation function S(x,y) for the image is given by

M N o .
Stey) = 3 3 A 0T ) [4]

i=1 j=1

The function S(x,y) is then converted to its polar form S(r) for
distances r in pixels by the equation28

2r
1 2s< wl) (5]

S(r) = =
") 2+ 127\ 4y

where S(r) = S(r cos 6,r sin 6) is obtained by bilinear interpolation
from the values of S(x,y) determined above.

Following the approach used by Quiblier,”® the initial recon-
structed image consisting of Gaussian distributed noise is generated
using a uniform random number generaltor.29 The Box-Muller
method is used to convert the uniform random deviates to normal
deviates. This 3D white noise image, N(x,y,z), is then directly fil-
tered with the autocorrelation function, F(x,y,z), defined as’!

[S(r = Vx* + y* + 25) = 5(0)"S(0)] 6]
[S(0) - 5(0)"S(0)]
By definition, F(0) =1 and F(r) — 0 as r — o, because S(r)

— [S8(0)]*> as r — . The resultant image, R(x,y, z ), is then calcu-
lated as

F(r) = F(x,y,2) =

m n p

R(ty.2) = 2 D DUNG +xj + vk + 2 Flijk)  [7]

i=0 j=0 k=0

This method is a simplification of the approach utilized by
Quiblier,22 where a matrix of filtering coefficients is computed by
solving a huge system of nonlinear equations and is superior nu-
merically because no inversion is required.

After the filtering process, a gray scale image, R(x,y,z), is ob-
tained. This image is finally converted to a binary (0-pore and
1-solid) image by a thresholding operation. A threshold gray scale is
chosen, such that all voxels with gray level above and below this
threshold are set to either solid or pore. This threshold gray scale is
such that a 3D binary image is created in which the porosity matches
that of the original porous medium.

Catalyst layer microstructure— The cathode catalyst layer con-
sists of a mixture of catalyst platinum supported on carbon, iono-
meric electrolyte, and void space. In the present study, the catalyst
layer is assumed to contain two phases: the gas phase (i.e., the void
space) and a mixed electrolyte/electronic phase (i.e., the solid ma-
trix), henceforth referred to as the electrolyte phase. This assumption
will be justified later. Using the aforementioned stochastic recon-
struction technique, a 3D description of the catalyst layer micro-
structure is generated from the 2D TEM image, as shown in Fig. 1a,
of an actual catalyst layer. The volume fractions of the constituent
phases within the actual catalyst layer are estimated as: pore
= 60%, ionomer = 11%, carbon = 27%, and Pt = 2%, based on the
methodology described by Gasteiger et al.? Briefly, the mass load-
ing data of Pt, carbon, and Nafion is know from the CL fabrication
process, respectively, as 0.35 mg Pt/cm?, 0.525 mg C/cm? and
0.22 mg Nafion/cm?. Now using the bulk density of 2 g/cm? for the
ionomer and carbon support each and 21.5 g/cm? for platinum along
with the mass loading data, the volume fraction of each of the con-
stituent phases can be readily calculated for a catalyst layer of thick-
ness 10 wm and the estimates are given above. The two-point auto-
correlation function is calculated first from the binarized (pore/solid)
2D image shown in Fig. 1b, generated from the original 2D TEM
image, Fig. la, using some standard image processing technique. In
Fig. 1b, the pore space is white and the solid phase is black. The
porosity input for the 3D reconstruction is the actual porosity of the
catalyst layer measured a priori using standard techniques. The ap-
parent pore space in the 2D TEM image (Fig. 1b) does not deter-
mine porosity but provides the void phase map for determining the
two-point autocorrelation function. With this autocorrelation func-
tion and a nominal porosity of 0.6 as inputs, the reconstruction
simulation model, finally, produces the 3D representation of the
catalyst layer and hence the computational domain, as shown in Fig.
2. In order to establish the structural connectivity, the constituent
unit cells (void/matrix) within the microstructure are passed through
a specialized structural designation routine, as detailed in our earlier
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(b)

Figure 1. (a) 2D TEM image of the actual catalyst layer and (b) binary
(pore/solid) 2D image reduced from the actual TEM image.

work,'” which identifies the void phase as “transport” and “dead”
pore cells and the solid matrix phase as “transport” and “dead”
electrolyte cells, respectively. The imposition of the structural iden-
tification comes from the fact that the pores, which are connected to
each other, form a continuous network, allowing a fluid to transport
across the porous medium, henceforth referred to as the “transport”
pore cluster. A pore belonging to the “transport” pore cluster is
called a “transport” pore; otherwise it is called a “‘dead” pore. Simi-
lar argument applies to the electrolyte phase as well. Figure 3 dis-
plays the local distributions of total pore and electrolyte volume
fractions across the catalyst layer thickness. Because the porosity is
high, the “transport” pore distribution closely follows the total pore
distribution, thus leading to a very small “dead” pore volume frac-
tion. Similarly, almost all of the electrolyte phase is “transport” elec-
trolyte. The “electrolyte” phase actually refers to the entire solid
matrix in the two-phase reconstruction technique and therefore leads
to a relatively large solid matrix fraction. The designation of “trans-
port” and “dead” phase arises strictly from phase-connectivity con-
sideration and follows the underlying stochastic nature of the micro-
structure reconstructed within the bounds of the specified moments
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“Transport” Pore

“Transport” Electrolyte
“Dead” Pore
“Dead” Electrolyte

Membrane

GDL

Figure 2. Constructed 3D microstructure of the CL.

of the otherwise random porous structure.'® The relative distribution
of transport and dead phases could be better delineated using a
three-phase reconstruction technique consisting of electronic, elec-
trolyte, and void phases, which will be a future extension of the
present two-phase reconstruction technique. Protons migrate to the
reaction sites through the left boundary, connected to the electrolyte
membrane. Oxygen and electrons are transported to the catalyst
layer through the right boundary interfacing with the GDL. In the y
and z directions, a periodic boundary condition is applied assuming
that the actual catalyst layer consists of several repeating units.

DNS Model

Once the microstructure is generated and the constituent phases
(i.e., transport and dead pore and electrolyte phases) are identified,
point-wise accurate transport equations for charge and species con-
servation are solved directly on the reconstructed catalyst layer. The
meaning of the symbols used in the subsequent sections can be
found in the nomenclature.

0.8
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Figure 3. Local pore and electrolyte volume fraction distributions across the
thickness of the CL.
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Salient physico-electrochemical processes— The key processes
considered in the current DNS model, which describes several inter-
linked electrochemical and transport phenomena occurring within
the catalyst layer, are the following: (i) the ORR at the electrochemi-
cally active surface, represented by the interface between a “trans-
port” pore and a “transport’ electrolyte cell, is given by

0, + 4H* + 4e~ — 2H,0 [8]

(ii) diffusion of oxygen and water vapor through the “transport”
pore phase; and (iii) charge transport through the “transport” elec-
trolyte phase.

Model assumptions.— The chief assumptions employed in the
model are as follows:

1. Isothermal and steady state operation.

2. O, diffusion resistance through the polymer electrolyte film
covering Pt sites is negligible due to the small thickness of the film
(~5 nm), and thermodynamic equilibrium is assumed to exist at the
reaction interface between the oxygen concentration in the gas phase
and that dissolved in the electrolyte phase.

3. Because the electrode is very thin and its electronic conduc-
tivity is very high, the electronic phase potential is assumed to be
uniform and hence, the electron transport is not considered. The
ionic conductivity of the mixed phase is thus adjusted using a
Bruggeman correction to take into account the effect of the elec-
tronic phase volume fraction as follows

€, 15 e, 15
K=K0£+8 =K01—8 []
e s 8

where k) is the intrinsic conductivity of the electrolyte, and ¢,, &,
and &, are the electrolyte, electronic phase, and gas pore volume
fractions, respectively;

4. Water is in the gas phase even if the water vapor concentration
slightly exceeds the saturation value corresponding to the cell op-
eration temperature (i.e., slight oversaturation is allowed).

5. Water in the electrolyte phase is in equilibrium with the water
vapor; thus, only water transport through the gas phase is consid-
ered.

Governing equations.— A single set of differential equations
valid for all the phases is developed, which obviates the specifica-
tion of internal boundary conditions at the phase interfaces. Due to
slow kinetics of the ORR, the electrochemical reaction is described
by the Tafel kinetics as follows

. . 6‘02 <_ acF ) [10]
= - €X
] P P\ oy ™

where i is the exchange current density, co, and €O, ref refer to local
oxygen concentration and reference oxygen concentration, respec-
tively, a. is the cathode transfer coefficient for the ORR, F is Fara-
day’s constant, R is the universal gas constant, and 7 is the cell
operating temperature. A value of 50 nA/cm? for the exchange cur-
rent density is used in the present work. The overpotential, m, is
defined as

71=¢s_¢e_U0 [11]
where ¢, and ¢, stand for the electronic and electrolyte phase po-
tentials at the reaction sites, respectively. Uy is the reference open-
circuit potential of the cathode under the cell operation temperature.

The conservation equations for the transport of charge, O, and
water vapor, respectively, can be expressed as follows

V. (Ke \ d)e) + af ]B(X - xinterface)ds =0 [12]
r

J
V. (D%Z \% Cog) + GJ; Ea(x - xinterface)ds =0 [13]

V- (Dfl (0] v CH O) +a LS()C - ximerface)ds =0 [14]
2 2 [ 2F

where a represents the specific interfacial area and is defined as the
interfacial surface area where the reaction occurs per unit volume of
the catalyst layer, s is the nondimensional interface, I" represents the
interfacial surface over which the surface integral is taken, and
d(X — Xiperface) 18 @ delta function which is zero everywhere but
unity at the interface where the reaction occurs. The second term in
the above equations, therefore, represents a source/sink term at the
catalyzed interface where the electrochemical reaction takes place.
The transfer current density, j, is negative for the electrolyte phase.
With a CL thickness of 10 wm, the reconstructed microstructure
gives rise to a value of the specific interfacial area, a =45
X 10° m~!, which is an important input to the macrohomogeneous
model detailed later.

The above governing equations are extended to be valid for the
entire computational domain by introducing a discrete phase func-
tion f. The phase function, f, at each elementary cell center (i,;,k),
is defined as follows

“transport” pores

o “transport” electrolytes
JUinjk) = [15]

“dead” pores

W N = O

“dead” electrolytes

The proton conductivity, oxygen diffusivity, and water vapor diffu-
sivity, respectively, can be correspondingly expressed in terms of the
phase function in a discrete fashion as

K(lvj,k) = K(,f(l,j,k)[z - f(l’]’k)][?’ - f(l,j,k)]/2 []6]

Doz(i’j’k) = D%z[l - f(l’.]’k)][z - f(l’.]’k)][3 - f(l’]’k)]/6
[17]

DHZO(isjsk) = Dz]g-IZO[1 - f(ln/vk)][z - f(lsj9k)][3 - f(ls/sk)]/6
[18]

The above expressions indicate that the proton conductivity and spe-
cies diffusivity identically go to zero in the “dead” electrolyte and
the “dead” pore cells, respectively.

Now, based on the single-domain approach, the conservation
equations, Eq. 12-14 for charge, oxygen, and water transport, re-
spectively, can be discretized using the discrete form of the transport
coefficients as well as suitable forms of the source terms. The volu-
metric source terms for charge, oxygen, and water vapor, S, So,,
and SHZO, respectively, can be expressed at the cell center (i,j,k), in
the discretized form, as

i oF
S¢(l,j,k) == g - f(isj’k)exp[_d)e(l’j’k)]
Oz,ref RT

AL = £ = 1) ]eo (i = 1.j.k)/Ax
+[1 = fli + 1j.k)]eo (i + 1.j.k)/Ax
+[1 = fi.j = 1Ko, (i — L.K)/AY
+[1 = fij + L.B)co(ij + 1.K)/Ay
+[1 = fli.j.k = Deo,(ij.k = 1)/Az
+[1 = flijk + Dleo Gk + D/AZ} [19]
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So. (i k) = = ———[1 = f(i,j.k ik
(1) == g L1 = Jleik)eo (i
F
. {f(i - l,j,k)exp[%d)e(i - l,j,k)]/Ax
[ o.F |
+ fi + 1,j,k)exp = b i + 1,5,k) |/1Ax
| RT |
_oc,F 1
+ fli,j- 1,k ——do,(i,j - 1,k) |/A
S, )CXP_ RT¢ (i,j )_ y
_(x(.F 1
+ fi,j + 1,k)exp| ——b,(i,j + 1,k) |/Ay
| RT |
S jk=1) _OL“Fcb (irj.k 1)_/A
+ f(i,j,k — ——,(i,j.k -
LJ eXp_RT L.J ] b4
+ flijk+ 1)
F
Xexp[%d)e(i,j,k + 1)]/Az} [20]
i
Sp0linjok) = = ———[1 = f(i.j.k)ew 0(i.j.k)

8
4F CHZO,ref

. {f(i - 1,j,k)exp[%d)t,(i - 1,j,k)]/Ax

. . aF .
+ f(i + 1,j,k)exp Ed)e(l + 1,7,k) |/Ax

*F G- 1k |
i RT e L] > Yy

F
+ fl,j + 1,k)exp ‘;;Tq)e(i,ﬂ 1,k) | /Ay

+ f(i,j — 1,k)exp

F
+ fli,jk - Texp (;‘—Td)e(i, ik =1)|/Az

+ fl,j.k+ 1)

Xexp[‘%@(i,j,k N 1)]/&} [21]

However, note that the source terms for charge conservation and
species conservation exist only in the “transport” electrolyte and
“transport” pore cells next to each other, respectively, thus forming
an electrochemically active interface.

The transfer current between the two neighboring cells forming
an active interface, as shown in Fig. 4, is described by the Tafel
equation as follows

coi + 1,j.k) o F
j=ip—————exp Erbe(i,j,k) (A/em?) [22]

8
COZ,ref

b,(i,/,k) is used to represent the cathode overpotential in the kinetic
expression because both the open-circuit potential and the electronic
phase potential are constant, and i, represents the modified exchange
current density after expressing the overpotential, v, in terms of
phase potential and open-circuit potential as given by Eq. 11.

Boundary conditions.— For ease of implementation of the
boundary conditions, at the left boundary (i.e., the membrane-CL
interface), one layer of electrolyte-only cells is added to the compu-
tational domain and the operating current is applied uniformly on
this layer. Similarly, on the right boundary (i.e., the CL-GDL inter-
face), oxygen and water vapor are supplied at constant concentration
on an additional layer of pore-only cells. In the y and z directions,
symmetry boundary conditions are applied. To summarize, at y
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f(ij.k)=1 f(i+1,4,k)=0

@
ijk

Figure 4. Schematic of the transfer current between two adjacent cells with
a catalyzed interface.

=0,y=y;,2=0,z=2z at x =0 (i.e., membrane-CL interface),
and at x = x; (i.e., CL-GDL interface), respectively

&CO 8CH fo) Ve
2o, SO %, [23]
an an on
(9602 - &CHZO __ Nw,net _ Kad)e -7 [24]
on ’ on Dy o ’ on
b
€0, = €0,00  CH,0 = CH,0,00 (9_’: =0 [25]

The oxygen concentration at the CL-GDL interface is adjusted to
take into account the diffusion resistance through the GDL with
constant oxygen concentration in the gas channel, thus representa-
tive of a physically large stoichiometric flow rate, and is shown in
Fig. 5. The oxygen concentration at the CL-GDL interface is given
by

2

COZ dnlet

0,

Co,0

CL GDL Channel

Figure 5. Schematic diagram of the oxygen concentration profile in the
cathode.
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—~=donL [26]
4F D%’:,t(t}DL

€0,.0 = €0,inlet ~

The oxygen concentration profile through the GDL is assumed lin-
ear, and Df)’;“GDL is the effective diffusion coefficient of oxygen

adjusted with respect to the GDL porosity, egpr, and tortuosity,
TGpL, and is given by

e
geff  _ g SGDL
DOZ,GDL =D

o [27]
2TGpL

The evaluation of the effective transport property in the GDL in
terms of its porosity and tortuosity is equivalent to the treatment
using a Bruggeman-type correlation used elsewhere in this work,
because tortuosity is related to porosity, thus essentially leading to a
Bruggeman relation.

The boundary conditions for the water vapor transport require
special elucidation of the water transport mechanism included in the
model. Humidified fuel and oxidant streams are supplied to the fuel
cell in order to ensure membrane hydration. Water is transported to
the cathode CL from the anode through the membrane by the
electro-osmotic drag, expressed by

1
Nw,drag = noil\,H+ = nd;, [28]

The electro-osmotic drag coefficient, n,, refers to the number of
water molecules migrated across the membrane per proton as cur-
rent is passed. n, varies in a wide range depending on the degree of
membrane hydration according to the experimental measurements
by Zawodzinski et al.¥ In the present study, a constant drag coeffi-
cient of unity is used because the water content of interest ranges
from zero to 14, corresponding to a partially hydrated membrane.
Water is also produced in the cathode CL due to the ORR, which
sets in a water concentration gradient resulting in back-diffusion of
water from the cathode CL to the anode across the membrane. At
higher current densities, the excessive water produced at the cathode
is removed via evaporation by the undersaturated oxidant stream.

At the membrane—CL interface, a net water transport coefficient,
o, is employed to account for the net water flux across the mem-
brane due to the electro-osmotic drag and back-diffusion effects, and
can be expressed as

1
Nw,nel = OL; = w,drag — Nw,dif [29]

where N,, g;¢ is the water flux through the membrane due to back-
diffusion from the cathode side to the anode side. In the present
study, « is assumed to be constant although it depends on the reac-
tion rate and humidity conditions at anode and cathode inlets. A
value of o = 0.2 is employed for the present study. Thus, the bound-
ary condition at the membrane—CL interface is given by

&CHZO

== Nw,net/DHZO [30]
ox x=0

At the CL-GDL interface, water vapor concentration is calcu-
lated from the concentration of water vapor at the channel inlet with
correction for mass-transfer resistance in the GDL and is given by

A)(GDL
g.eff [3 1 ]

CH20|X=XL = CH,0,inlet T Nw|x=XLD
H,0.GDL
50,

Similar to the boundary condition treatment for oxygen transport,
the water vapor profile in the GDL is assumed linear and the water
vapor concentration is constant in the gas channel. The effective
diffusion coefficient of water vapor in the gas phase through the
GDL is adjusted in a similar fashion as the oxygen diffusion coef-
ficient given by Eq. 20. The water flux through the GDL is the sum
of the net flux across the membrane and the water production rate in
the catalyst layer and can be expressed as

Table I. Model input parameters for the DNS calculations.

Parameter Value
Oxygen diffusion coefficient in air, D§,_ (m?/s) 9.5 X 107°
Water vapor diffusivity in air, Df;zo (m?/s) 1.28 X 1073
Oxygen diffusion coefficient in helox, Df, (m?/s) 2.0 X 107
Water vapor diffusivity in helox, Df; , (m*/s) 33 X 1073
Pressure at the gas channel inlet, p (kPa) 200
Operating temperature, T (°C) 70
GDL thickness, AXgp;, (pm) 290
GDL porosity, €gpr. 0.6
GDL tortuosity, Tgpr. 1.5
Nominal porosity of the catalyst layer, &, 0.6
1
Nw|x=xL = Nw,nel + Nw,prod = (OL + 05)1_7 [32]

From the inlet relative humidity, RH, water vapor concentration of
the humidified air at the channel inlet is calculated by

CHy0.ne = RH - ¢iio [33]

where Cﬁto is the saturation concentration of water at the cell oper-
ating temperature.

Model input parameters.— The operating, geometric, and trans-
port parameters used in the present study are summarized in Table 1.
However, the physical input parameters for proton conductivity and
species diffusivity need special illustration.

Proton conductivity.— The proton conductivity of the electrolyte
phase, i.e., Nafion, as a function of water content has been correlated
by Springer et al.* from experiments as

11
Ko(\) = 100 exp[ 1268(% - ;)](0.00513% - 0.00326) (S/m)
[34]

where the water content in the membrane, A, depends on the water
activity, a, in the gas phase according to the following experimental
data fit

0.043 + 17.81a — 39.854° + 36.0a°> for0 <a <1
forl <a<3

14+ 1.4(a-1)
[35]
The water activity, a, is defined as
CH,0
= [36]
CH,0

Substitution of Eq. 35 into Eq. 34 provides the variation of proton
conductivity in Nafion with water activity. Thus, the proton conduc-
tivity varies at every point within the CL with the variation of water
vapor concentration.

Species diffusivity— The binary diffusion coefficient of species
(i.e., oxygen and water vapor), i, in the gas phase depends on tem-
perature and pressure and is given by

T 372
Dj; = D‘lg),i,o(_) <@> [37]
Ty p

In the present study, the reference pressure, py, is taken as 1 atm and
the reference temperature, 7\, as 273 K. However, for the pore-level
DNS modeling in the catalyst layer microstructure, Knudsen diffu-
sion due to molecule-to-wall collision, as opposed to molecule-to-
molecule collision in bulk diffusion, becomes important. Therefore,
in the present model, a combined diffusivity of species, i, in the gas
phase is employed and is given by5
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Figure 6. Cathode polarization curves for 100% RH air and helox as oxi-
dants.

1 1 \!
Di=|—+ — [38]
Df; Dg;

Dy ; is the Knudsen diffusion coefficient, which is of the same order
of magnitude as the binary diffusion coefficient for the CL, and can
be computed according to the kinetic theory of gases as®

o= 2{187] .
Ki= 3 ™M, '

where a representative mean pore radius, Tps of 50 nm is used in the
current model.

Solution procedure.— The conservation equations, Eq. 19-21,
are solved using the commercial CFD software Fluent.”™ The user
defined function (UDF) capability of Fluent is employed to custom-
ize the source terms for modeling the electrochemical reactions at
the phase interface as well as to solve the set of governing equations
for the DNS model. In the present study, for a (10 X 5 X 5 pm)
CL structure, the number of cells within the computational domain
in the x, y, and z directions are 100 X 50 X 50, respectively, lead-
ing to an average element (voxel) size of 100 nm, which in turn
provides a representative pore size for this model. The reconstruc-
tion model with porosity and two-point autocorrelation function as
inputs described in this work does not provide a pore size distribu-
tion, which however can be achieved with other variants of stochas-
tic reconstruction techniques. Convergence was considered achieved
when the relative error between two consecutive iterations reached
1076 for each scalar field. A typical simulation for a particular cur-
rent density, on a single PC with Pentium 4 processor, 1 GB RAM,
2.79 GHz processor, takes around 8 h.

Results and Discussion

The simulated polarization curves with air and helox (21% 02
and 79% N,) as the oxidants at 100% inlet humidity with inlet
pressure of 200 kPa and cell temperature of 700°C are shown in
Fig. 6. The term “polarization curve” refers to the cathode overpo-
tential vs current density curve in the present article and hence dif-
fers from the standard I-V curve otherwise used popularly in the fuel
cell literature. As a general trend, the predicted cathode polarization
curves depict a fast drop in the small current density region con-
trolled by the ORR kinetics followed by a linear voltage drop in the
mixed control regime and, finally, at higher current densities
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Figure 7. Comparison of the cathode polarization curves between DNS pre-
dictions and experimental observations for 100% RH air and helox as oxi-
dants.

(~1 A/cm?), the mass-transport limitation appears with a fast volt-
age drop resulting from oxygen depletion. Figure 7 shows the com-
parison of the polarization curves between the DNS predictions and
experimental data for air and helox, operated under identical condi-
tions as mentioned earlier. The experimentally obtained cell voltage
(Veen) vs current density (1) data was processed to extract the varia-
tion of cathode overpotential (v),.) with current density according to
the following relation

Ne = Ven + I X HFR - U, [40]

where HFR refers to the high-frequency resistance measured experi-
mentally and Uy is the thermodynamic equilibrium potential corre-
sponding to the fuel cell operating temperature. In the above equa-
tion, the anodic overpotential for hydrogen oxidation and protonic
resistance in the anode catalyst layer are assumed to be negligible.
However, the cathode overpotential defined in Eq. 40 contains the
protonic resistance or ohmic loss in the cathode catalyst layer. From
Fig. 7, it is clear that there are reasonable agreements between the
DNS predictions and experimental observations in the kinetic-
control and ohmic-control regimes. However, both for air and helox,
the ohmic-control regime seems to be slightly extended in the DNS
calculations. Because water transport has been modeled only in the
gas phase, it does not include any water condensation effect and
subsequent liquid water motion and might have underpredicted the
ohmic-control regime. Also, from the figure it is evident that the cell
performance is greatly improved when operated with helox as com-
pared to that with air due to the reduction in the oxygen and water-
transport resistances. Higher performance is expected for helox, be-
cause oxygen diffusivity is more than two times higher in helox as
compared to that in air. Also as expected, with fully humidified
helox, DNS calculations predict a higher limiting current density as
compared to that with fully humidified air, in accordance with ex-
perimental observations. The disagreement between the DNS calcu-
lations and experimental data in the transport-control regime could
be due to the cathode-only DNS model as opposed to a full fuel cell
model, where the mass-transfer resistances through the GDL in both
through-plane and in-plane directions are properly modeled. The
mass-transport resistance through the GDL was adjusted in the
simulations by properly tuning the structural properties, namely, tor-
tuosity, in order to achieve a reasonably realistic limiting current
density compared to the experimental data. Nonetheless, Fig. 7 dem-
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Figure 8. Local overpotential and reaction current density distributions
across the thickness of the CL for different inlet humidity with air as the
oxidant.

onstrates that the DNS model is not only able of capturing the gen-
eral trend of the fuel cell performance curve on a realistic CL mi-
crostructure but also exhibits sufficient agreement with experimental
results.

Figure 8 shows the effect of the inlet humidity on the local cross-
section-averaged reaction current and overpotential distributions
along the catalyst layer thickness at an average current density of
0.6 A/cm? with air as the oxidant. It is clear that the reaction zone
shifts toward the membrane—CL interface with lower inlet humidity.
Apparently, this is due to the poorer proton conductivity or higher
ionic resistance in the electrolyte phase and results in a much lower
surface overpotential near the front end of the catalyst layer, i.e.,
close to the CL-GDL interface. In order to compensate for the lower
reaction current produced near the front end of the catalyst layer, the
back end, i.e., near the membrane—CL interface, must provide higher
reaction current as the average current density is fixed. This leads to
a higher surface overpotential needed at the back end of the catalyst
layer and hence leads to higher total voltage loss in the cathode for
the low-humidity operation.

Comparison of DNS results with 1D macrohomogeneous
results.— One major application of the DNS calculation is that we
can evaluate the Bruggeman correlation required for the macro-
homogeneous models using the DNS data. Details about the macro-
homogeneous model can be found in the original work by Springer
and co-workers.” In brief, the governing equations for charge (pro-
ton) and species (oxygen and water vapor) transport are solved in
the CL domain, which does not contain any microstructural infor-
mation as in the DNS model but with resistance due to the porous
medium structure taken into consideration through effective trans-
port properties. The Bruggeman correction factor, &, is commonly
applied to determine the effective transport property as follows

e = Tyt [41]

In the 1D macrohomogeneous model, the same specific surface area,
a (cm?/cm?), as that in the constructed 3D catalyst layer microstruc-
ture is used in the Butler—Volmer equation to represent the volumet-
ric reaction current and is expressed by

. . 0LaF aCF 3
J = aiy| exp E'ﬂ — exp| — E’n (A/cm) [42]

Other input parameters for the macrohomogeneous model are ren-
dered the same as in the DNS model for comparison.
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Figure 9. Comparison between the cross-sectional averaged reaction current
distributions across the thickness of the CL from the DNS and 1D macro-
homogeneous models.

Figures 9-11 show the comparison of the cross-section-averaged
reaction current, cathode overpotential, and oxygen concentration
profiles at an average current density of 0.6 A/cm?® with air as the
oxidant across the CL thickness between the DNS and 1D macro-
homogeneous model predictions, respectively. Different Bruggeman
factors have been attempted. In the case of the reaction current (Fig.
9) and cathode overpotential (Fig. 10) distributions, the DNS result
exhibits good agreement with the 1D macrohomogeneous model
prediction with the Bruggeman factor of 3.5. However, Fig. 11
shows that the factor of 4.5 gives a better match for the oxygen
concentration profile. The higher value of the Bruggeman correction
factor for oxygen concentration could be linked to the higher pore
volume fraction (&, = 0.6) as opposed to the corresponding electro-
Iyte and electronic phase volume fractions. Related discussions are
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Figure 10. Comparison between the cross-sectional averaged overpotential
profiles across the thickness of the CL from the DNS and 1D macrohomo-
geneous models.
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Figure 11. Comparison between the cross-sectional averaged oxygen con-
centration profiles across the thickness of the CL from the DNS and 1D
macrohomogeneous models.

detailed elsewhere.' It is also important to note that the high reac-
tion current in the 15-20% of the catalyst layer thickness in the
vicinity of the membrane could be attributed to the limited ionomer
conductivity resulting from the low electrolyte phase volume frac-
tion (~11%) throughout the CL. Detailed investigations of the sto-
chastic reconstruction of various actual CLs with different compo-
sitions and the effect of the respective microstructure on the cathode
performance are presently underway and will be furnished in future
communications. Research is also underway to simulate liquid water
motion through the complex catalyst layer microstructure at the pore
scale, and this liquid water transport process will be further incor-
porated into the DNS model presented here.

Conclusions

A stochastic reconstruction technique for generation of the cath-
ode catalyst layer microstructure is provided and is integrated seam-
lessly with the DNS model of species and charge transport, thus
providing a comprehensive pore-scale modeling framework. The
constructed CL microstructure reflects the statistical nature of the
complex porous structure and pointwise accurate conservation equa-
tions are solved to describe the underlying transport phenomena.
Finally, the predictive capability of the DNS model is demonstrated
with the evaluation of the Bruggeman correction factors, which can
be used as valuable inputs for the macroscopic fuel cell dynamics
models. In addition, the stochastic reconstruction method along with
the DNS model could prove to be an effective screening tool for the
performance evaluation of the cathode catalyst layers with inputs in
terms of an actual TEM image, thus reflecting the interaction of the
microstructure with the transport characteristics and hence aiding
development of the next generation high-performance CLs.
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List of Symbols

water activity or specific interfacial area, cm?/cm?
; local concentration of species /, mol/m?
diffusion coefficient of species 7, m?/s
phase function for the single domain approach
Faraday’s constant, 96,487 C/mol
current density, A/cm?
reaction current density, A/cm?>

n, electro-osmotic drag coefficient

N; molar flux of species i, mol/m? s

p pressure, Pa

r, mean pore radius, wm

R universal gas constant, 8.314 J/mol K
RH  relative humidity

R, autocorrelation function

S source term in the governing equations

T absolute temperature, K

up thermodynamic equilibrium potential

X  x coordinate, pm

y y coordinate, pm

Z z coordinate, wm

Z phase function for the definition of a porous medium

o o

~ o~ T

Greek letters

o net water transport coefficient
o, anodic transfer coefficient

a. cathodic transfer coefficient

&, volume fraction of phase, k, in the catalyst layer
m surface overpotential, V

k electrolyte conductivity, S/m

N

membrane water content, mol H,O/mol SO3
&, electrical potential in phase &,V

I' physicochemical property

& Bruggeman correction factor

Subscripts and superscripts

SewNowew

b bulk diffusion
e electrolyte phase
eff effective
g gas phase
GDL gas diffusion layer
inlet gas channel inlet
K Knudsen diffusion
L catalyst layer thickness
net net value
0O, oxygen
prod water production in the cathode catalyst layer
ref reference value
s solid phase
sat saturation of water
water
boundary value at the CL-GDL interface or initial/intrinsic value

o=
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